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Preface

Strum a guitar. Bang a drum. The sound of one is produced by a series of sine
functions and the other a series of Bessel functions. While every scientist and
engineer knows the sine function, not as many are familiar with Bessel functions
or the broader class of special functions, even though they frequently arise in
mathematical physics. A special function is any functions that cannot be repre-
sented by combining algebraic functions (polynomials or roots) or elementary
transcendental functions (trigonometric functions, exponential functions, and
their inverse). They often arise as ways to describe solutions to partial differen-
tial equations like Schrodinger, Laplace, Poisson, and Helmholtz equations. In
an era when solutions are often numerical, special functions matter because they
can be used to validate numerical solutions. More importantly special functions
help us better understand the nature of different problems.

This book is an adaptation of lecture notes that I developed for the course
“Differential Equations of Mathematical Physics” taught in the Department of
Mathematics and Statistics at the Air Force Institute of Technology. The goal
of the course was to provide physics and engineering graduate students with the
precepts of special functions and a toolbox for working with them. The purpose
of the lecture notes was to both guide discussion and provide students a bridge
to more rigorous but also more mathematically dense textbooks and resources.
The reader of this book should have a good grasp of calculus and differential
equations. Some basic understanding of analysis and linear algebra would be
helpful.

The book begins with a peek at complex analysis. Real-valued functions are
mere slivers of their complex-valued counterparts, and it is helpful to to have
know some complex analysis in order to better understand why functions behave
the way they do. This chapter provides a foundation for the rest of the book.
Because many special functions arise from solutions to differential equations,
we will examines the Method of Frobenius as a technique for finding the series

iii



iv Preface

solution to second-order linear differential equations. Sturm-Liouville theory
and Sturm-Liouville operators provide a theoretical framework for a wide variety
of equations that arise in mathematical physics. The solution to these equations
in cylindrical and spherical coordinate systems are conveniently expressed using
orthogonal polynomials.

We will study the Bessel function in detail, developing different represen-
tations and limiting approximations. We also study orthogonal polynomials
that frequently arise in mathematical physics such as the Legendre, Hermite,
Laguerre, and Chebyshev polynomials. Along the way, Laura will serve as our
mathematical tour guide, highlighting important ideas and taking us on a few
mathematical detours.

KyLE A. Novak
Washington, D.C.
December 2018

About the author
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analysis experience in modeling, applied mathemat-
ics, and scientific computing and visualization in-
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and superconducting materials.
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penchant for mathematical puns. When she is not
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CHAPTER 1

The Guitar and the Drum

Guitar string  Suppose that we want to model
the motion of a plucked guitar string. The vertical
displacement of the string u(x, t) is a function of the (xi i)
horizontal distance x along the string and the time (oot
t. We can model the string as a mass-spring system (i 11
using n small weights of mass m at nodes (x;, u(x;,t))
connected by massless springs.
We’ll make the assumption that the nodes can only move vertically, so {x;}

are fixed in time. Also, let’s take a uniform horizontal separation dx between
the nodes. Using Hooke’s law to model the strain F at each node, we have

d?u;

F=m=3 = ke = w) = k(s = 1) (1)
where u; = u(x;,t) and « is the spring stiffness. Take the length of the string
L = ndx, the total mass of the string M = nm, and the total stiffness of the string
K = k/n. Then, we can rewrite (1.1) as

du; 2t = 2u; + uj_q
dr? (6x)?

where ¢% = KLz/M. In the limit as 6x — 0 (and n — oo0) we have

. 12
0 € ax2 (1.2

We call (1.2) the wave equation and the constant ¢ the wave speed. The equation
has two time derivatives and two space derivatives, so we need to specify two
initial conditions and two boundary conditions in order to ensure a unique
solution. For a plucked guitar string, we will consider that the string is clamped

1



2 Chapter 1. The Guitar and the Drum

at both ends and that it is initially stretched to some initial shape before being
released. In this case for a string of length L = 1, we have
0
initial conditions u(x,0) = up(x) and Eu(x, 0)=0
boundary conditions u(0,/)=0 and wu(l,t)=0.

We can solve this problem using separation of variables. We assume that the
solution is of the form
u(x,t) = X(x)T(¢).

By substituting this expression into (1.2), we get
XT" = *TX"
or equivalently

TI/ ) XI/

T x°

The notation ’ is used to represent differentiation with respect to the dependent
variable. The expression on the left is a function of only ¢ and the expression on
the right is a function of only x. The only way that these two expressions can be
equal is if both are constant. That is,

1 Tll Xll

S = =4

cc T X
for some A. The constant A can either be positive or negative. Let’s consider
both cases in turn by taking A = +k> for some constant k. Starting with positive
A, we have that

T”=c*k*T and X" =k*X.
The solution to X”” = k%X is
X(x) = Ae** +Be7*x .

for some constants A and B. Applying the boundary conditions X(0) = X(1) = 0,
we have that A = B = 0. So, X(x) is identically zero. We’ll reject this solution,
and instead take A to be negative. This means that the solution must satisfy

T" = =c*k’T and X" = -k*X.
The solution to X”’ = —k2X is
X(x) = Acoskx + Bsinkx

for some constants A and B. In order for X(x) to satisfy the boundary conditions
X(0) = X(1) = 0, we must have that A = 0 and k& = nx for any integer value n.
Similarly, the solution to 7" = —c?k’T is

T(t) = Ccosckt + Dsinckt



for constants C and D. In order for T'(¢) to satisfy the initial conditions, we must
have that D = 0. So, for any arbitrary integer n

u(x,t) = a, sin(nmx) cos(cnnt)
for some constant @, = BC. For each integer n we have an independent solution

to the problem. All of these solutions are valid, so we have

[

u(x,t) = Z a, sin(nmx) cos(cnnt)

n=0
for constants a,, that satisfy the initial conditions

(o)

u(0,¢) = Z ay sin(nrx) = up(x).

n=0

This representation is called the Fourier expansion of ug(x) and a, is called a
Fourier coefficient.

Circular drum Now, instead of a modeling a steel guitar qﬁ 4 4
string, let’s model a circular drum head. We can again de-
rive the equations of motion from Hooke’s law, but this time =~
we consider a network of small weights connected by mass-
"
grw?rvn})k

less springs in two-dimensions. For a vertical displacement
u;j(t) = u(x;,y;,t) we have the equation

Pugg o [wivry = 2uij +uiy L Mgl ~ 2uij + -1
dr? (6x)? (6y)?

where ¢ = KL*/M. In the limit as 6x,6y — 0 (and n — o) this equation
becomes
d%u 2 u  0%u
— = — +—].
or? 0x2  9y?
More succinctly
1 du
—— =V 1.3
c? ot " (13)
where V2 denotes the Laplacian operator. Because of the circular boundary
conditions of the drum, it will be easier to solve the problem using polar coor-
dinates (r,0). In polar coordinates, the Laplacian operator is given by (I'll skip

the details of this transformation)

16(614) 1 6%u

Vi=-—|r=—|+——.
" r or r(?r r2 062



4 Chapter 1. The Guitar and the Drum

So, we have the equation

i()u_

29 ror (1.4

Lo (ou), 1o
or r2 062

for u(r,0,t). In the case where the circular drum head has a radius 1, we have
the following initial conditions and boundary conditions!
- . 0
initial conditions u(r,0,0) = up(r,0) and Eu(r, 0,0)=0
boundary conditions u(1,6,t) =0, u(0,6,t) =0,
0 0
u(r,0,t) = u(r,2m,t), and %u(r, 0,1) = %u(r, 27,1).

As before, let’s look for a separable solution
u=H(r,0)T()

in which case (1.3) becomes
1 ’” 2
—HT"” =TV-H.
2
or equivalently (after dividing by HT)

177 V?H
2T H
The left-hand side is only a function of # and the right-hand side is only a function
of r and 6. Because these two expressions are functions of different variables,
the only way they can be the same for all possible #, r, and 6 is if both sides are
constant:
177 V?H
2T H
where A can be positive or negative. As before, a positive constant A leads to
an unphysical solution, and we take A = —k? for some constant k. This gives us
two equations

A

T"” = —*k*T (1.5)
VZ’H = —k’H. (1.6)

The solution to 7”7 = —c2k>T is

T(t) = Ccosckt + Dsin ckt,

't may be more realistic to start with prescribing a non-zero %u(r, 6,0) and a zero u(r, 6, 0).



which because of the initial conditions is simply

T(t) = Acosckt.
Now let’s examine the solution to
V2H = -k’H.
This equation is called the Helmholtz equation, commonly written as
V2H + k*H = 0.
In polar coordinates we have we have

18 ( 6H 1 *°H
( ) +k*H = 0.

ror\"ar )T 202
Consider a solution of the form H(r,8) = R(r)®(8). Then

1 1
®—(rR) + R—0" + kOR = 0.
r r

Multiplying by r? and dividing by ®R gives us

RI "
r(rR) +%+k2r2=0

or equivalently

R/ 7’ @’/
r—(r ) + k= ——

R e

The expression on the left is entirely a function of r and the expression on the
right is entirely a function of 6. Hence the two expressions must be constant

(rR/)/ 23 @//_
L +k°r” = 9 M

for some constant y. Equivalently,
r(rR") + k*r*R = uR
@/I — —/J@
or better still

r(rR") +(kK*r* = )R =0 (1.7)
®" + 1® = 0. (1.8)
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The angular component @(6) must satisfy periodic boundary conditions, there-
fore ¢ must be non-negative. We have that

® = Acos u8 + Bsin uf.

for some coefficients A and B. By periodicity of the boundary conditions in the
angular 6 direction—®(0) = @(27)—we must have that u = m for some integer
m.

We are left to solve the radial component (1.7)

r(rR") + (k*r* =m*)R = 0.
Let’s scale r — r/k. Then R’ — kR’, and we have
r(rR") + (r* —= m*)R = 0.
which when expanded is
r*R” +rR + (r> —m*)R = 0. (1.9)

This equation is called Bessel’s equation. The solution to Bessel’s equation
cannot be written as a product and sum of elementary functions. Instead, we
give the function that solves the problem a name—the Bessel function J,,(r)—so
that we can talk about the solution in a closed form. Using the Bessel function,
we now have the solution to the equation of the drum

y(r,0,1) = Z Z i T (k) sin(m8) cos(knt).
m=0

k=0

If we had considered a rectangular drum head, the solution would be Fourier
polynomials (similar to the guitar string). If we had considered an elliptical
drum head the solutions would be Mathieu functions. The solutions to many
differential equations cannot be expressed in closed form of elementary func-
tions but arise frequently enough to assign them a proper name. The class of
such functions are called special functions. The purpose of this course is to
examine several important special functions such as the Bessel function, the
gamma function and its relatives, and the orthogonal polynomials. In order to
comfortably analyze special functions, we will first need to develop some tools
of complex analysis.



CHAPTER 2

Complex Analysis

2.1 Taylor series representation

Suppose that we want to find the best local polynomial approximation

p(x) = ap + a1x + axx® + a3x> + - + apx"

to a smooth function f(x) at x = 0. In this case, we want to determine the
coefficients ag, ay,as, . . ., a, such that

£0)=p0), f(0)=p'0). f0)=p"0), .... f™0)=p"0).
Differentiating p(x) at x = 0 gives us
p(0) = ap = ap = f(0)
p'(0)=a = ar = f'(0)
p"(0) = 2a; = ay = 117(0)
p(0) = 6a3 = a3 = 5 f0)

p(n)(o) = nla, = an = %f(n)(o')

The expression n! reads “n factorial” and represents n-(n—1)------- 2-1. We
call the polynomial

PO = F(0) + £f0) + 12 F7(0) + 4 (0 4+ £0)

a Taylor polynomial approximation for f(x) at x = 0. By letting the number of
terms n — co, we get the Taylor series (or power series) representation of f(x)
about the point x = 0

f(x) = £0) +xf£(0) + 2x2f7(0) + 3,37 £7(0) + - - - 2.1)

7



8 Chapter 2. Complex Analysis

as long as the series converges. For an arbitrary point xy, we have that
F(0) = Fx0) + (x = x0)f"(x0) + 5(x = x0)* £ (x0) + (x = 20)* f "' (x0) + -

Again, this formula is mathematically valid for a given x as long as the series
converges. A function that has a Taylor series representation at x = x is said to
be analytic at xg.

Example. Consider the exponential function e*. We define the exponential
function as the function that equals its own derivative

d

—(e¥)=¢" 2.2)
dx

and whose value at zero is one. Using this definition in (2.1), we have that

1.2, 1.3, 1 4
e =l +x+3x"+ 53X + x4+ (2.3)
because e’ = 1. The factorial n! grows much faster than x" as n — oo, so the
Taylor series representation is valid for everywhere. Some math texts actually
use (2.3) to define the exponential function and prove (2.2) as a result. <

The Taylor series for e* has a simple pattern:

X _ 1.2, 1.3, 1. 4
e =l4+x+3x"+ 570 + 751+

It’s a good idea to memorize it, because it’s pretty useful.

Example. Consider the cosine function cosx and the sine function sin x.
Recall from calculus that

d d
—cosx =—sinx and —sinx = +cosx.
dx dx

Also, sin0) = 0 and cosO = 1. From this it follows that the power series for
cosine is

cosx=1-1x?+Lxt—. (2.4)
and the power series for sine is
sinx:x—%xS—k%xS—--- 2.5)

Because the factorial grows much faster than a power function, the Taylor series
for cos x and sin x are valid for all x. <
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Mathematical detour. We can classify arithmetic operations using a hyper-
operation sequence. The simplest arithmetic operation is succession, x + 1,
which gives us the number that comes after x. Next, addition of two numbers
X + y, which is the succession of x applied y times. Then, multiplication of two
numbers xy, which is x added to itself y times. Followed by exponentiation
of two numbers x¥, which is x multiplied by itself y times. The next logical
operation is raising x to the x power y times. This operation, called tetration,
is often denoted as > x or x TT y. Tetration can create big numbers quickly. For
example, computing *x we have '3 = 3, 23 = 27, 33 = 7625597484987, and
43 = 1258...9387 is a number with over three trillion digits. Putting three
trillion into perspective, if 43 were to be written out explicitly, then this book’s
spine would be over 38 miles thick. <

2.2 Complex variables

We define the imaginary number i as a number whose square equals —1. That
is, i = V—1. Any positive or negative scaling of i is also called an imaginary
number. A complex number is any linear combination of real and imaginary
numbers. Note that by taking subsequent powers of i we have the sequence

(%%, ..y = {1,i,-1,-i, Li,... }.

We can represent complex numbers either in Cartesian
coordinates or in polar coordinates. In Cartesian coordinates,
we simply write a complex number as a sum of the scaled real o1+
and imaginary components z = x +iy. We call x the real part
of z and denote it by Re z and we call y the imaginary part of

x and denote it by Im z. Re
Let’s examine polar coordinates. Start with the power
series representation of the exponential function
: 12,13, 14,135
e =l+s+58 +58 + g8 +587 00 (2.6)

Taking s = i8, we have that
¥ =1+i0-107-iL0° + £6* +i6° + -
- (1—%92+4l!6’4+--~)+i(9—%93+$95+~')
= (cos 0) +i(sinB)

This identity e = cos @ + isin@ is called Euler’s formula and gives a useful
means of relating the polar and Cartesian representations of a complex number.
Note that from Euler’s formula

cosd = Re (ew) and sinf =Im (eig) .



10 Chapter 2. Complex Analysis

Euler’s identity e +1 = 0 contains five important constants e, i,

7, 1, and 0. Physicist Richard Feynman called Euler’s identity “the
most remarkable formula in mathematics.”

Euler’s formula also gives us a parametric representation for the
unit circle in the complex plane. We write the polar form of a r
complex number z as
z=rel

where r denotes the distance from the origin (the radius) and 6 denotes the angle
(the arc length along the unit circle). We call r the modulus or magnitude of
z and denote it by |z|. We call 6 the argument or phase of z and denote it
by arg z. From Cartesian coordinates x + iy, we have that r = y/x% + y2 and
0 = arctan(y/x)

Multiplication using polar form of a complex number r ¢’ has a straight-
forward interpretation: it scales by r and rotates by 6. For example, if

1 =11 eie' and z=n ei02

then

2122 = ryrp @0

The complex conjugate z* of a complex number z = rel? is given by
7" = re™%. Thatis, if z has the argument € then z* has the argument —. Taking
the complex conjugate is equivalent to reflecting the complex number about the
real axis. In Cartesian coordinates (x + iy)* = x—iy. Another common notation
for the complex conjugate of z is an overline 7. Furthermore,

zz" = (r eig) . (r e‘ig) =r? =z~

Note that
Rez = %(z+z*) and ilmz= %(z—z*).
From e = cos @ + isin §, we have that
elf 4 o-if el _ o-if
cos§ = ——— and sinf =
2 2i
Remember:
ol 4 o—if ol _ o—if
cosf = —— and sinf= ———
2 2i

We will use these useful identities throughout the course.
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Mathematical detour. To numerically approximate the derivative of a function
f(x) we often use a truncated Taylor series representation with a very small step
h

Fx+h)=f(x)+hf'(x)+ 3R (x) + 2R 7 () + -

Solving this equation for f’(x) give us

fx+h) - f(x)
h

f(x) = = L)+ ERP T (x)

When i < 1 (h is much smaller than 1) we have that

S+ h) = f(x)

fi~

The truncation error is dominated by %h f”"(x) when h is small. We denote this

with N
iy = L=

and say that the approximation is first-order or O(h). To get a very accurate
approximation we take / very small.

We can improve the numerical approximation by using a centered-difference
approach. By taking the Taylor series representations

fx+h) = f(x)+hf(x)+ 3R )+ L0 f77 () + -
flx—h)= f(x) = hf'(x)+ 3R (x) = L0 f77(x) + - -

+ O(h)

and subtracting we have

fx+h) = flx—h)=2hf (x)+ I f7""(x) + .
Solving this equation for f’(x) gives us

Jx+h) - f(x—h)

> —%hzf'”(x)+--- )

f'(x) =

So,

fxt+h) = flx=h)
2h

f'(x) = +0(h*)
and the method is second-order.

In a computer’s floating-point representation, each number has a limited
number of bits associated with a mantissa. Because of this, only a discrete set
of numbers can be uniquely represented. For example, the number 1 can be
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uniquely represented and so can 1 + & where ¢ is the machine epsilon (about
10716 for double-precision format). All numbers between 1 and 1 + & are either
rounded down 1 or up to 1 + &. We call this error the round-off error. Due to
round-off error f(x+h)— f(x) can only be as accurate as | f(x)|e. And therefore,
the numerical approximation f’(x) is bounded by f(x)e/h when h gets small.
So,

Fro=LEENTID gy Ul
—— _

truncation error
round-off error

If f(x) is a real-valued, analytic function, we can use complex arithmetic to
derive a second-order method that is not bounded by round-off error. Consider
the Taylor series representation of

flx+ih) = f(x)+ihf'(x) = SR2f7(x) —igh £ (x) + - .
By taking the imaginary part of this equation we have that
Im[f(x +ih)] = hf'(x) = th £/ (x) + -+ .
Solving for f’(x) give us

f/(x) =Im[f(x +ih)] + th* " (x) + -
or

f'(x) = Im[f(x +ih)] + O(h>).

Numerical error as a function of the step size 4 for three methods of approxi-
mating the derivative of f(x) = exp x.
Let’s compare the total error of the three methods

fe+h)-fx)  fa+h)-flx-h)
h ’ 2h ’

in approximating the derivative of f(x) = expx. The respective error as a
function of step size & for each method:

and Im[f(x +ih)]

10°

1075

10—10 [ |

—-15 [ - = - N
10 L L L L L L L L L

1071510719 10-5 109 1071510719 105 10° 1071510710 1075 100
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The slopes reflect the order of the error O(h) and O(h%). When h is relatively
large, the total error is dominated by truncation error (the upward sloping seg-
ment). When £ is sufficiently small, the total error is dominated by round-off
error (the downward sloping segment). The third method is not impacted by
round-off error, and instead the total error bottoms out due to machine error. <«

Functions of a complex variable

It’s easy to visualize the function of a real variable, be- Flx) = 12
cause we can graph the mapping on a piece of paper. For .

example, the function y = x> can be mapped as follows:
track any point x on the x-axis vertically to the graph of
f(x) and then horizontally to the y-axis to find the value x

of f(x). The graph gives a simple tool to study any func-

tion of one variable. We can easily determine the value f(x) for any value x.

And we can see features of the function such as its derivatives and singularities.
A graph also provides a convenient way of expressing 2

the inverse of a function f~'(y), which tells us the point flx) = x

x from which f(x) came. Starting with a value on the
y-axis, track horizontally to the graph and then vertically
to the x-axis. The inverse function £~!(y) = v/ is multi- x

valued with two branches, one positive and one negative.

For example, V9 = 3 and VO = —3. Often, we choose a single-valued princi-
pal branch of a multivalued function to avoid ambiguity, such as choosing the
single-valued function |v/x| for 4/x.

The arcsine (inverse sine) is another example of a multivalued function.
Every value x = 7 + 2nm maps to the same value y for any integer n. For
example sinnm = O for all integers n. Therefore, sin™! 0 = nx for all integer
values of n. To avoid ambiguity, we often restrict a multivalued function to its
principal branch and take its principal value. The principal branch for arcsine is
usually taken to be x € [-n/2,7/2].

sin x arcsin x Arcsin x

A function of a complex variable is more difficult to visualize, because there
are two input variables (a real and an imaginary) and two output variables (a
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real and an imaginary). One way to visualize a function of a complex variable
is to plot the real and imaginary parts of f(x,y) = u(x,y) + iv(x, y) separately:

Re 7? Im z? Re+z Im+/z

To prevent ambiguity in multivalued functions we make a branch cut in the
complex plane to choose a single-valued branch. A natural branch cut for /z
is along the negative real axis, but we can take the branch cut for v/z along any
simple path from the origin going out to infinity. One will often choose the
branch cut to avoid any important regions just as a city planner might choose to
district boundaries to go around rather than cut through neighborhoods.

Example. The logarithm is the inverse function of the exponential function.
The function e* = cosz + isinz, so we can expect that the logarithm is a
multivalued function.

log z = log r '’

=logr + loge'®
= logr + loge™® ¢!

= logr + log gl(0+2mn)

=logr +i(6 + 27n)

=log|z| +iargz
where the argz = 6 + 2zn for any integer value n. To remove ambiguity,
we choose the principal branch of logz by taking n = 0 to give Logz =

log |z| + i Arg z where the principal argument Arg z = 6. It’s important to note
that log z is not continuous across a branch cut. Instead, its value jumps by i27. «

Re(log z) Im(log z) Argz
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l‘Remember that log z jumps by 27i across a branch cut.

2.3 Derivatives

We define the derivative of a function f(z) as

f _ iy L@+ - ()

, d
)= dz 620 0z

as long as the limit exists for all directions dz. If the derivative exists at a point
20, we say that the function is analytic at zo. If the derivative exists for every
point in the complex plane, that is, if the function is analytic for all z € C, we
say that the function is an entire function. If the derivative of f(z) fails to exist
at some point z = zg, we call zg a singular point of f(z). Because a limit is a
linear operator, we only need to show that the derivative exists and is the same
for two directions. Then by linearity it follows that the limit is the same for all
directions. Take z = x +iy and f(z) = u(x, y) +iv(x, y) for real-valued functions
u and v. Then

of odu+iév _du  6v

R S
Letting 6x — 0 while keeping 6y = O:

g_éu Ov

= — +i—.
0z Ox  Ox
Letting 6y — 0 while keeping 6x = O:

of ou . ov Ou  Ov
—_ = 4] = —-1—

5z oy ey oy "oy
In the limit

. ou O6v  Ou Ov
lim —+i—=—+i—,
6x—0d0x  Ox Ox ox
. Su Sv  O0v du

lim —i— + — = .
sy—0 o6y o6y dy dy

and

e

These two expressions must be the same for g to exist. It follows that & exists

dz
if and only if

ou Ov v ou
e d —=-—. 2.7
ox 0dy an 0x dy @7)



16 Chapter 2. Complex Analysis

We call these two conditions the Cauchy—Riemann conditions. Alternatively,
we could write the Cauchy—Riemann conditions as

of _of

dx  dy’
A function f = u + iv is analytic if and only if it satisfies the Cauchy—Riemann
conditions..

Example. Determine where 22, V7, 1/z, and z* are analytic.

« 72 is an entire function, because
(x+iy)? = X2 +i2xy — y> = (x* = y?) +i 2xy
—_——— N——
u %
and 0 7] 0 0
—u=2x=—v and —u=2x=——v.
ox ay ady ox

* 4/z is analytic everywhere except along the branch cut, where the func-
tion is discontinuous. We can write 4/z in its Cartesian form f(x,y) =

log v/x2 + y2 +itan™!(y/x). Then

of X . —y/x? X 7Y
—= = +i = +i

Ox  xX2+yr 1+ (y/x)?  x2+yr x2+y?
af y . —1/x y . X

= i +1
dy  x2+y2  1+(y/x)? x2+y2 x24+y?

We see from ig—f = g—;C for every x and y that /7 is differentiable every-

where. The function is discontinuous across a branch cut even though the
derivatives do match across the branch cut.

¢ 1/z is analytic everywhere except at z = 0. Starting with

and differentiating, we have

af 1 af i

a__()c+iy)2 an 5:_(x+iy)2'

So, i% = % everywhere except at the origin (x,y) = (0,0) where the

function blows up.
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* Z* is not analytic anywhere. Starting with z* = x — iy we have that u = x
and v = —y. Then

ou 0x av ay ou Ov
—=—=1 and —=-—=-1, —F —.
ox Ox ay ay ox 0Oy

The Cauchy—Riemann conditions do not hold for any x or y. <

Keep in mind that if a function f(z) is analytic at z = zp, then all of it is
infinitely differentiable at zo. That is, f’(zo) exists, f”’(zo) exists, f®)(zo) exists,
ad infinitum. All analytic functions must blow-up at infinity. We say that they
have a pole at infinity.

Harmonic functions

Laplace’s equation V?>u = 0 is used to model the steady state temperature
distribution of heat, charge distribution in a cavity, and the shape of an elastic
membrane among other things. The solution to Laplace’s equation are called
harmonic functions. If f(z) = u(x,y) + iv(x,y) is an analytic function, then u
and v are both harmonic functions. We call u the harmonic conjugate of v. To
verify that u and v are harmonic functions we simply apply the Cauchy—Riemann
equations

ou Ov ov ou
—=— and —=-—.
ox dy 0x ay
From this it follows that
d%u v d%v d%u
— = and =——,
0x2  dydx dxdy dy?
and upon combining these equations
92 0?
S )
ax2  0y?

Similarly, VZv = 0.

Laplace’s equation also says that a harmonic function (the real or imaginary
parts of an analytic function) cannot have local minimum or maximum. For
example, if uy, < 0, then uy, > 0. Instead, a harmonic function can have a
saddle point—a local minimum along one direction and a local maximum along
another.

In fluid mechanics and electrostatics, we call the u(x, y) the complex potential
and v(x, y) the stream function. The curves along which u is constant are called
the equipotentials, and the curves along which v is constant are called the
streamlines or field lines. Note that from the Cauchy—Riemann equations

oudv Jdudv

Vu - Vv=——+——=0,
ey 6x6x+(9y6y
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which says that the equipotentials and the streamlines are orthogonal.

Example. Let’s find the equipotentials and streamlines of z> and 1/z. We’ll
start with f(z) = z% with z = x +iy. Then

f=ulx,y)+iv(x,y) = x> - y2 +i2xy.

So, u(x,y) = x> — y? is the complex potential and v(x,y) = 2xy is the stream
function. The equipotentials x> — y?> = ¢| are orthogonal to the streamlines

P
N2

u(x,y)=c v(x,y)=c

Now take f(z) = 1/z with z = x + iy. Then

flry) = — = X7V

x+iy  xZ+y?
In polar coordinates (x = r cos @ and y = r sin )
u(r,0) +iv(r,0) = r ' cos @ —ir ! sin6.

So, 7~ cos 6 is the complex potential and »~! sin @ is the stream function. The
equipotentials and streamlines are r = ¢ cos 6 and r = ¢, sin 6.

u(x,y) =c v(x,y) =c

2.4 Path integrals

Along the real axis, the Riemann integral from x = a to x = b is defined
b n
/ f(x)dx = lim Z SFxi)(xivr = xi)
a n—oo =

where xp = a and x,, = b and the intermediate points {x;} are taken (more or
less) uniformly.
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Consider a path y from z = ¢ to z = d in the complex plane. We define the path
integral or contour integral or line integral along y as

[ 1@z = tim Y stz - )
Y j=0

where zp = ¢ and z, = d and the intermediate points {z;} are taken (more or
less) uniformly along the path y.

/ d [/ d % d
— —
C C C

If ¢ = d, the path is closed, and the integral sign is denoted by fy. Unless stated

we will follow convention and integrate all closed paths in the counter-clockwise
direction.

Example. Compute the path integral

f z*dz where n is an integer.
|z|=R

On the circle |z| = R, z = Rel? and dz = iRe'? d6, so

2n \n . 2
‘7{ Z'dz = / (Re‘o) iRe' dg = iR"“/ eli+Do g
|z|=R 0 0
2r
ROCO‘O = 2, ifn=-1

n+l_1  Li(n+1)0
R nt1 ©

2r
| =0, ifn#-1.

In general,

f‘ (Z - ZO)n dz = 6n,—1
lz—z0|=R
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where 6;; is the Kronecker delta (6;; = 1 if i = j and 6;; = 0if i # j for integers
i and j). <

While integrating powers of z over circular contours is not particularly useful
in and of itself, it does highlight a rather interesting behavior. Let’s generalize
the example to an arbitrary path. Take a path vy with starting point z = a and
ending point z = b. We can parameterize the path y as z = y(¢) where the
parameter ¢ € [0, 1] with y(0) = a and y(1) = b. Let F(z) be the anti-derivative
of f(z). Thatis, F’(z) = f(z). Then by the Fundamentral Theorem of Calculus:

! ’ ’ _ ! dr _
/y F@)dz = /O F'(y()y'(1)dr = /0 & 4= () - Fla).

Furthermore, if 7y is a closed path (@ = b) and F(z) is a singled-valued function,
then

jéf(z) dz =0.

Example. Let’s re-work the previous example over an arbitrary simple closed
path y around the origin:

‘7{ z"dz where n is an integer.
4

‘7§z"dz=0
y

because the anti-derivative of F(z) = z"*'/(n + 1) is single-valued.

e Whenn # -1

e When n = —1 we have a problem when the closed path goes around the
origin. The anti-derivative of 7! is F(z) = log z, which has a branch cut
running from the origin to co. Without loss of generality let’s take a = b
on the negative real axis. Choose the branch cut to be the negative real
axis. Now, suppose that we shorten the path y by +& on either side of the
branch cut

1 O=n+ie n—ie
/—dz=10gz’ =log|z| —iargz =27 — 2e.
y —n+ig)

Z O=—n+ic

If we let ¢ — 0 we have

1
f—dz=2ni. <
v Z
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The branch cut for log z must start at the origin but can take any path to co. If
our closed path y does not go around the origin, we can move the branch cut to
avoid y. In such a case that the path y does not include the origin, fy z7"dz=0
for any integer n.

Theorem (Cauchy’s Integral Theorem). If f(z) is analytic in a simply connected
region and vy is closed path in that region, then fy f(z)dz=0

Proof. The theorem is a direct consequence of Green’s Theorem and the Cauchy—
Riemann equations. Take f(z) = u(x,y) + iv(x,y), then

}{f(z)dzz jl{(u+iv)(dx+idy)
y y

:jl{(udx—vdy)+i‘7§(udx+\/d)’)

- (e ) e [ (G- 55) e
z//(@__)dx o [ [2-2) ara

Example. Compute the contour integral

f(2) d

Y220

Y

where f(z) is an analytic function and the contour y goes around zy.

We can solve this problem by considering a related con-
tour I' = ¥ + s + Co — s that does not include the
7z = zo0. Because f(z)/(z — 7o) is analytic inside this
region bounded by I, °

1@ 4,20 !

r <—20

from Cauchy’s integral theorem. Furthermore, the paths s and —s are the same
but in opposite directions, so the path integrals along s and —s cancel each other
out.

We now have that

f@ 4. - f(z)

vy 220 Cc, 2~ 20

dz =0.
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In other words,

f(2) dz = f(2) d

Y 21— 20 c, 2— 20
Take z = 79 + ee'?. Then dz = ice? d6.

j{ f(2) dz = /2" flzo+ 8ei9)eiei0 &0
Cc. £720 0 gelf

27 )
= fzo + €€'9)ido
0

2r
= f(z0)ide by takinge — 0
0
2r
= if(z0) / 49 = 2rif (z0).
0

So,

j{ 1) - de = 2mif(z0)
y Z—

along any contour y that goes around zo. <

Example. The integral

5 8, if y goes counterclockwise around z = 2;
Z
7{ p— dz = {-8ni, ify goes clockwise around z = 2; <
7—
4 0, if y doesn’t go around around z = 2.

Example. Compute the value of the contour integral

}{ f(2)
(z— zo)"

where f(z) is an analytic function, n is any integer, and the contour y wraps
counterclockwise once around z = zo. We will integrate by parts. Because f(z)
is analytic (infinitely differentiable), all of its derivatives are continuous along
v. Therefore, the boundary terms from integrating by parts along a closed path
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will cancel each other.

f(2) 1 f'(2)
%(z—zo)" '_n—ljg(z—m)”‘ldz
1

_ f"(z)
(n=1)(n-2)J, (z—-z0)"2

(repeating in this fashion)

1 . o(n—
= (n _ 1)'27T1f( l)(ZO).

So, we have that
@) 4. -
y (2= 20)" (n—1)!
From this we also have an expression for the derivative in terms of a contour
integral
n! z
f(n)(Z )= L dz. <

271-1 o (z- ZO)n+1

27 f D (z).

eZ
Example. Evaluate 7; —dz
el=2 2z = 1)

By partial fractions we have that

1 az+b c

= +
2(z-1) z2 z—1

for some a, b and ¢ which we find by putting the right-hand side over a common

denominator. Then

(az+b)z-=1D+cz?=1, so az?+bz—az—b+cz®=1
Matching the coefficients of the quadratic

a+c=0 c=1
b—a=0 = a=-1
-b=1 b=1

et et (z+1)et
= ¢ Jkrbey,
ji|=2 2(z-1) lzj=2 2 — 1 22

_‘7{ e’ dz—jg (z+1)ezdZ
lel=2 2 — 1 =2 22

Hence,
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The first integral is 27ie!. To evaluate the second integral, we note that
fR=E@+De* = [fl@=c+D+@E+De = [f(0)=2

So, the second integral is 27i(2). Therefore,

eZ
]f ——dz=2ni(e-2). <
|

=2 22z — 1)

2.5 Taylor and Laurent series

We began the chapter by deriving Taylor series using the Taylor polynomial of
a function. We can develop a rigorous proof of the existence of Taylor series
representation using contour integration.

Theorem (Taylor Series). A function f(z) that is analytic in a neighborhood
about zo has the Taylor series representation

f@= Y Lz 20 ).

nO

Proof.

= j{ f(f)

f(€)
27T1?(§—zo+zo—zdf

f(&) 1
i %
-2
L f N (z-2)"
 2ni f—zo;](f—zo) @ o

1 < f(&)
Zﬁz(z 7§ @y ¥

oo ' 1
= 2— Z 7- zo)"2ﬂlaf(")(10)

0o

Z (z = 20)" f"(zp). |

n=0
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A function f(z) is analytic at a point zq if and only if it has a Taylor

series representation.

An essential step in the proof above (%) uses the identity that for a geometric
series

1
l+r+rr+r+...=
1-r
as long as |r| < 1. To see this simply take
A=A +r+r2+r3 4+ = 14r+r2+ - +r"
—}”—}”2—- X __’,.n_rn+1
= 1= rn+1

which goesto 1 as n — co.

An infinite number of mathematicians walk into a bar. The first one
orders a beer, the second orders half a beer, the third a quarter, the
fourth an eighth at which point the bartender stops them, pours two
beers, and says “You guys should know your limits.”

Example. Let’s derive the binomial expansion

_ m(m-1) , _oo m\ ,
1+72) —1+mz+TZ +~~~—Z( )z

where m is a real number. We can write a Taylor series expansion about z = 0
as

Q=Y " where ay= 00|

n!dz" =0
n=0 nldz
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For f(z) = (1 + z)™, we have that

d m _ m—1 _

&[(1 +2) ]z:o_ m(1 +z) o m
2

Gl + "] _= mlm =11 + z)m-zj = mlm 1)
3

d_z3[(1 +2)"] i m(m — 1)(m = 2)(1 + z)m_3) = m(m — 1)(m — 2)
4

iz — [ +Z)m]z:0= mm—=1)---(m—-n+1).

Hence,
(+z)"=1+m +M2 i
)" = z TR

n=

Note that this expansion is good for any real number m and not just integer
values. We will return to the general case when we explore the gamma and the
beta functions in Chapter 3. If m is an integer value, then the series terminates
after m + 1 terms. However, if m is not an integer, then we have an infinite series.
The Taylor series is valid in regions where the function is analytic. Take

f(2) = (1 + 7)1 = exlogl1+2)

The logarithm function log z has a branch point at z = 0, so the function log(1+z)
has a branch point at z = —1. At this branch point, the function fails to be an-
alytic. So the Taylor series expansion only converges in a region that does not
include z = —1. This means that a Taylor series expansion about z = 0 only
converges when |z| < 1. <

Analytic continuation

Suppose that we are given a piece of a smooth (infinitely differentiable) function
over the interval [0, 1] and then asked to continue the function over the rest of
the real axis. For an arbitrary smooth function there is no unique continuation.
In fact, there are infinitely many functions that could work. However, if the
function happens to be a polynomial co + cjx + c3x% + - - + ¢,x", then there
is a unique polynomial extension over the real axis. Just as two points uniquely
determine a line and three points uniquely determine a parabola, we only need
n+ 1 points sampled from the interval [0, 1] to uniquely identify the polynomial.
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s

ve— T e 1

no unique continuation unique polynomial continuation

The degree of the polynomial can be arbitrarily high, so similarly a Taylor
series ¢o + ¢jx + cox2 +--- has a unique Taylor series extension. In the com-
plex plane, an analytic function defined in some domain has a unique analytic
continuation over the entire complex plane.

Example. The real-valued function f(x) = (1+x%)~! has a very similar graph
to the real-valued function g(x) = e, But if we look at the Taylor series
representation of each function about the origin, we note that while the Taylor
series of exp(—x?) is valid for all x, the Taylor series for (1 + x2)~! blows up as
x approaches +1. It is easy to understand why these two functions which look
similar along the real axis have such different behaviors when we consider their
behavior in the complex plane.

e’ 1+x)!

Although we can consider (1 + x?)~! and exp(—x?) both as real-valued func-
tions, what we are seeing are simply thin slices of the complex-valued functions
(1 + z)~! and exp(-z?) . Note that

1 1
1+22  (i+2)(=i+z)

has poles at +i. A Taylor series fits a function with an infinite polynomial. The
polynomial must match the function at every point, so if the function f(z) blows
up at 1, the polynomial must also blow up. Taylor series representation is valid
in any circle of convergence that does not contain a singularity. The function
exp(—x?) is an entire function, so the Taylor series is valid everywhere. <

We can use the idea of analytic continuation to splice two Taylor series repre-
sentations together.

Theorem. Suppose that functions fi(z) and f>(z) are an-
alytic in region U U V. If fi(z) = fo(z) in UNV, then
fiz) = fo(z)inU U V.
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Proof. Letg(z) = fi(z)— f2(z). Then g(z) = 0in UNV. Because g(z) is analytic
in U UV, it has a Taylor series representation which happens to be identically
zero. Hence, g(z) =0inallof UNV. So, fi(z) = (z) inUU V. O

Laurent Series

The Taylor series representation of a function f(z) at zo is valid only up to
singularities z,. So, the region of analyticity is a ball centered at zy with radius
|zo — z|. Taylor series representation is ideal for entire functions (analytic in
the entire complex plane), but they are not so good when f(z) has singularities.
Near a singularity, a Laurent series representation of f(z) is a better choice.
A Laurent series representation decomposes a function into its analytic and
Singlﬂar components f = ﬁlnalytic + f;ingular:

00 o -1
@)= ) anz=20)" =) anz=20)"+ Y anlz—2)".
n=—o0o n=0 n=—oo

Such an expression is valid even when z is a singular point of f(z). In this case
the region of analyticity of the Laurent series representation is an annulus about
the point z9. Because of this the Laurent series is more versatile than the Taylor
series representation.

Taylor series region Laurent series region
L]
of convergence of convergence

Note that for any closed path y about zy along which f(z) is analytic, we have

_ @ dz = ‘75 Z an(z — 20)" %' dz = 2riay.
Y

y (Z _ ZO)k+l

n=—o0o

Hence, the coefficients a,, of the Laurent series can be defined as

T 2ni y (z— zo)+t

1 f(2) d

n

Example. Consider the function f(x) = e 17,

differentiable along the real axis.

The function is infinitely
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f(0)=)1(ig})f(x)=
’ _1; 3 -1/x% _
0=t 5 <o

f7) = hm (i - E) eI 2

x6 x4

1
FM(0) = lim psy, (—) e ¥ 20
x—0 X

where p3,(x) is a polynomial of degree 3n. At x = 0, every derivative of f(x)
is zero, so the Taylor series representation of f(x) = 0. The Taylor series is
good only at x = 0 and incorrect for every point x # 0. What went wrong?
The function f(z) has a singularity at z = 0 in the complex plane—in fact, an
essential singularity.

Instead of using a Taylor series representation, we can use a Laurent series
representation. Because the exponential function is an entire function, this
Laurent series expansion is valid at all points x # 0. Let’s find the Laurent
series for exp(—1/z%). We know the Taylor series for

[ee)
1
=), —3
n=0n

is valid for all z < oo. Hence,

and we have
)n 1 2n

Y (-1 -
1/22 Z;) Z:l

The Laurent series exists, but the series of
partial sums slowly converges near z = 0.
The plot on the left shows the partial sums for

n=2478,16,32,64. <

) . . sin z
Example. Find the Laurent series for sincz = —.
z

We know the Taylor series for

D" 5.
San_Z(2n+1)‘ 2.
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So,
sin z _1 ( 1) 2n+1 ( l)n 2n
= Z(2n+1)' Z(2n+1)' ' <

Example. Compute the Laurent series of

I at the origin.

The function 1/(e* —1) has a simple pole at the origin. Let’s start with a related
function

i T R N
f@)=— _J_Zo(j+1)lz’

and find its reciprocal. The Cauchy product of two series is

S k
(Z a;z ) Z bjz’ = Z ckz® where ¢ = Z arbr_;.
i=0 k=0 1=0

That is,

(a0+a1z+a2z2+a3z3+-~)(b0+b1z+b2z2+b3z3+~~)

= (aobo) + (a()bl + alb()) Z+ (a()bz + a1b2 + azbo) 22 +...
N——
o) C (&)

Given {b;} and {cy}, we can solve for {a,} iteratively

n—1
a, = b61 (Cn - Zalbn_l) .

=0

For our problem, b; = 1/(j + 1)!and co = 1 and ¢y =0 for k = 1,2,3,.... The
first five coefficients are

b()=l a():l
by = L = —aphy = —1L
1= 7 ay = —apby = 2

| 11 1
by = 5 az=—(00b2+a1b1)=—<g—z)=ﬁ

1 L1 1
b3=ﬂ a3=—(a0b3+a1b2+a2b1)=—(ﬂ—E—ﬁ)=O
-1 = (L. 1y, 1, 1L .1 g)=__L
bs =3 a4 = (120 I+ (2)+5 m+g O)— 720

In general, a, = B, /n! where B, are the Bernoulli numbers

{Bo,B1,By-+-} = {1,-1,1,0,-4,0, 5,0,-%.0,2,0,- 2L 0, 2,0,— - }.
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Dividing by z we have

1 -1 1 1 1.3 —lmBnn
o 1=Z 3t i 5ppe T =2 Z—Z. <

Example. Compute the Laurent series of cot z at the origin.

ez +e7i2 eiz e iz 1 1
cotz = — — = — — — — — = — + - .
eiz — iz elz —e-iz ez —e-iz ele -1 e—21z -1

Using the Laurent series for 1/(e* —1) from the previous example we have that

0o

em e § e B

n=0 n=0

Mathematical detour. Ada Lovelace is credited as the first computer pro-
grammer. In 1843 Lovelace wrote a program to compute the Bernoulli numbers
using Charles Babbage’s hypothetical Analytical Engine. The Analytic Engine
was never built during Babbage’s or Lovelace’s lifetime, but if it were you could
imagine a steampunk mechanical computer the size of a locomotive with gears,
lots and lots of gears. Ada Lovelace said of it, “the analytical engine weaves
algebraic patterns just as the Jacquard loom weaves flowers and leaves.” Check
out Sydney Padua’s graphic novel The Thrilling Adventures of Lovelace and
Babbage.

While the modern definition of Bernoulli’s numbers are often from the

generating function
- Z
Bk T
Z !
1 = k

Bernoulli’s numbers originally came about from Faulhaber’s formula for the

sum of powers
p
' p! 1k
kP = j— Pk
Z JZ; it(p—1+ k)vn

g(z) =

We can find Lovelace’s program in this formula. Letting n = 1, then
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from which we have a recurrence relation

L SB 1 S (pd
By=-—— > = —=-—— "B,
p+1j=0]!(p+l—])! p+lj:0 k

We can compute binomial coefficients with the Pascal triangle recurrence rela-

=) <

2.6 Singularities

A singularity is a point where a function is not defined. We can classify
a singularity as either a removable singularity, an isolated singularity, or an
essential singularity.

A function f(z) has a removable singularity at a point z = 7 if the function
is undefined at zo but the function can formally be defined at zy to be analytic
there. For example, sinc z = (sinz)/z is not defined at z = 0. But from the
Laurent series representation

. _ - (_l)n 2n
SInc 7 = nzzo mz

we see that sinc O can be defined to be 1. In other words, a function f(z) has a
removable singularity if the coefficients a,, = 0 for all n < 0 in its Laurent series
representation.

If a function has an isolated singularity at zg, then the function is not analytic
at zp, but it is analytic at all neighboring points. For example, the function
f(z) = e*/(1 — z) has an isolated singularity at z = 1. It happens to be a simple
pole. The function f(z) = e?/(1 — z)? also has an isolated singularity at z = 1.
This time it’s a double pole. If a function has a simple pole, the Laurent series
starts at n = —1:

[

f@) = Z an(z = 20)"

n=-—1
with a_; # 0 and a,, = O for all n < —1. If a function has a double pole, the
Laurent series starts at n = —2:

(69

f@)= ) anz=z2)"

n=-2

with a_, # 0 and a,, = 0 for all n < —2. We say that a function f(z) has a pole
of order pifa_, # 0 and a, = O forall n < p.
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Suppose that the Laurent series for f(z) has no lower N such that the
coefficients a, = 0 for all n < N. That is, suppose

0o

f@ =" an(z-2)"
n=—oo
with a,, # 0 for all or some of the indices n as n — —oo. In this case we say that
f(z) has an essential singularity at z = zy. Functions with essential singularities
are very pathological. For example,

sin(z) = Z (Z(n -lr)l)' 2l

is an entire function—it is analytic everywhere in C. As such, it is very well

behaved. However,
( 1) 2n+1
Sm( ) Z @+ ¢

is crazy near the origin.
A meromorphic function is a function that is analytic everywhere except at
isolated singular points. For example,

is analytic everywhere except at z = +ns for integer values n.

Mathematical detour. A boundary of a set S is the set of points that can be
approached as a limit from both inside S and from outside S. We define an open
set as any set that does not contain any of its boundary points. A closed set is
any set that contains all of its boundary points. The set of real numbers R is open
because it does not contain its boundary {—oo,c0}: the limit lim,_,¢ 1/x is not
included in the real numbers. We do have to be a bit careful in defining this limit,
because from the right lim, o+ 1/x = +co and from the left lim,_,o- 1/x = —co.
By including the boundary points together with the real numbers, we have the
extended real numbers R U {—o0, +0}.

One way to visualize the extended real line is by projecting it onto a circle
using stereographic projection:

g=2tan"'x or x=tan %9
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where 6 = 0 maps to x = 0 and # = +m maps to x = +oco. Notice that the
boundary set {—oo, +00} is simply mapped to the same point 6 = 7 on the circle.
Points in the interval (-1, 1) are mapped to the bottom semicircle and points
outside this interval are mapped to the top semicircle.

We can also use a stereographic projection z = tan %9 €'? to map the complex
plane onto a sphere called the Riemann sphere. Stereographic projection has
a simple visualization. Imagine a sphere resting on a plane with its south pole
kissing the plane. And imagine a lightbulb at the north pole. The shadows cast
by points on the sphere onto the plane are the stereographic projections of those
points.

This mapping creates a one-to-one mapping of the complex plane to the Riemann
sphere. The unit circle is mapped to the the equator of the Riemann sphere.
The southern hemisphere is the region inside of the unit circle and the northern
hemisphere is the region outside of the unit circle. Circles in the complex plane
are simply circles in the Riemann sphere. The boundary points with the set of
complex numbers now map to the north pole of the Riemann sphere. In this
way, we can define the boundary {oo} and define the extended complex numbers
C U {co}. Lines in the complex plane are simply circles passing though oo in the
Riemann sphere. That is, lines are just circles of infinite radius. «

My favorite number is infinity, because it can mean “forever and
always.” Also, the infinity symbol oo looks like two circles kissing.
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2.7 Residues

Consider the Laurent series

(o)

f@= ) alz=2)".

n=-—oo

We call the coefficient a_; the residue of f(z) at zg. We’ll denote the residue of
f(z) at zo as Res [ f(z),z0]. Recall that for a closed path y around zg

2mi, ifn=-1
— 7)'dz = ’
‘f(z )" dz {0, otherwise.

Consider a function f(z) which is analytic everywhere except at a pole zy. We

can compute the contour integral
f( Z an(z - ZO)") dz
4

‘éf(z) dz

= Z an (jlg(z—ZO)”dZ)
= 2nria_y

= 2riRes [f(2),20]

The Laurent series representation is only valid up to the nearest neighboring
pole. If f(z) has more than one pole (say at z = zp and z = z;), we can use
analytic continuation. We can choose a contour that excludes the poles. Inside
this contour the function is analytic, so the contour integral is zero.

f(z)dz = 2niRes [ f(z), z0]
Co
)

75 F(2)dz = 2xi Res [ £(2). 21] o
C

}zi F(2)dz = 27 (Res [ £(2). 2] + Res [£(2).21])

/ N
f(2)d Is 27i times the sum of the residues of all [
d z)dz equals poles inside the contour . %‘ fild

Because residues are so important, let’s develop a few techniques for computing
the residues of a function f(z).
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If f(z) has a simple pole at z = 7, then

Res[f(z),z0] = ZILIIZIO(Z - 20)f(2).

If f(z) has a double pole at z = zg, then

Res[f(@han] = Jim = [(e= 20/ (2)]

In general, if f(z) has an nth order pole at z = 7, then
nel

Res[f(z2),z0] = sz md P

[(z=20)"f(2)].

L]

If f and g are both analytic at z = zg and g has a simple zero at z9, then

Res f(z) }: f(z0)

’Z .
2@ ] g'(z0)
To prove this statement, we have from above that
) fl@) .. f(2)
1 —z0)—= =1 —-z0)————
zlfr?o(z ZO)g(Z) ZLH%(Z ZO)g(Z) - g(z0)
f(z0)
= lim ——— .
I =@ )

In the case that f(z) = 1, we have Res [1/g(z),z0] = 1/g"(z0).

¢ We can extend the discussion above to consider the behavior of the function
as 7 — oo. One way to do this is to simply map oo to 0. In this case,

Res [f(z),00] = Res [ f(1/2),0].

Example. Compute the following residues:

[ 1 1 1

R _, = — = —

° (22 +1 ! 2zlz=i  2i

[ 1 d 1 -2 1

Res |——,i| =lim— |[—— | = lim —— = —
211y ] G |G i T e G s &
[ . d .

Res | 755,0{ = lim ~— [5522) =cosz| =1
B —0dz | 22 2=0

1
Res[z+ 1,00] =Res |- + 1,0 =1
b4
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Example. Evaluate the following contour integrals:

7{ SN2 4 oiRes [_ o] _ i
|z|=1

22 22
2 2
7{ ,Z—dz=2ﬂiRes [Z—, ]:0 <
lz|=1 Sin Z Sin Z
Example. Classify the singularities and compute the residues of
ok
= s 0<k<l.
f@) z+1
The function has a singularity at z = —1 and z = 0. Let’s start with the easy

one, the simple pole at z = —1. The residue is
Res [f(z),—1] = (=1)* = (e™)* = &7k .

Any function with a logarithm or a noninteger power has a branch point. This
function has a branch point at z = 0 with a branch cut extending to co. Let’s take
the branch cut along the negative real axis. Because the function is multivalued,
the function does not have a Laurent series about z = 0. That is, there is no
annulus about z = 0 in which the function is continuous. So, f(z) has an
essential singularity at z = 0. To find the residue we will use residue calculus

1 7k
Res[f(2),0] = m P dz
y

where vy is a closed contour encircling the origin. We need to be careful about
the branch cut, because now any path will cross the branch cut and we need
to consider the contribution from crossing the branch cut. Note that z'7* is
continuous near the origin for 0 < k < 1. This suggests that we should cross
near the origin. We can take any path v, so let’s take the simplest—a circle of
radius . That is, take z = e Then dz = e¢? id6. So,

1 bg g_k e—ik@ ‘0
Res [f(Z), 0] = % / mg e'’ido
-

I~k pr Li(1-k)0
e
=2 / - do
21 J_p €€i? +1
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We can get an upper bound for the integrand by maximizing the numerator and
minimizing the denominator to get 1/(1 — &). Then it follows that

Sl_k V.4 1
Res[f(z2),0] < — do
2n J_x 1—¢
1
_ -k
-¢ 1-¢
—0ase— 0.
So, the residue is zero. <

Example. Find the singularities and compute the residues of the function
z2(e* —=1)"!. The function e? = 1 whenever z = 2zmi for any integer m. So,
z2(e? —1)~! has simple poles at z = 2mi. To compute the residue use

V@4_<m
@]~ go)

where f(z) = 7% and g(z) = (e —1) has a simple zero at 7 = 27mi. We then
have for integer m

Res [2%(e? 1), 27zmi| = 2% e

e = (2ami)? = —4x*m>. <

Q: Why did the mathematician name his dog Cauchy?
A: Because he left a residue at every pole.

S PR n?

E. le.  Show that et — = —,
xample ow that nz 4 RT3 6
The function ( )
meot(mz
f@)=——7F—
has poles at each integer along the real line and
nowhere else in the complex plane. Take Ny
1
%fﬂMFNZNMUmM
-7 <n<7 L L] . . L] L] L] L] L]
0

where the contour is given by a square with sides at

z= i% and z = ii% where N is an odd integer.
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To compute the residues f(z) we use the Laurent series of mcotnz at z = n.
From page 31:

1 n%(z —n) ~ n*(z —n)’ B 27%(z = n)? ~
z—n 3 45 945

mcotmz 1
Res [ 3 ,n} = —
b4

mecotmz =

2.8)

Then forn # 0

and forn =0

mcotnz
Res 5
b4

Now let’s compute the contour integral in the limit as N — oco. Note that

cos Tz el2nz 4 g-i2nz el2mx g=2my 4 |

|cotmz| =

sin 7z - ei2nz _ g-i2nz - ei2nx =21y _q

and therefore

i2nx ,—tN

e e +1 N
y=N/2: |cotnz] = |—-—|<e™ +1 <2

ei2nx g-7N _|

i2nx AN N

e X e™ +1 +1
y=-N/2: | cotmz| = etV 1| S o _ ] <2

ei7rN efi27ry +1 _67271)1 +1
x==N/2 cotmz| = = <1

/ | Zl enN o271y _| —e2my |

So |cotmz| <2+2+ 1+ 1 =4 along our square contour. The perimeter of
the square is 4N. Therefore
‘ }1{ dz

oy }{f(Z)dz
[Z5) 50|

Combining all the terms
from which we have that

COt]TZ

<

4
<3 EN— AN -0 as N — oo,

This series is a type of Dirichlet series. With the Laurent series (2.8), we can
evaluate the Dirichlet series for any even integer 2s
i _ ()% |Bas|

T 2029)
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where Bj; is the 2sth Bernoulli number. For example,

1 R - 1 nt

_— = — d —_ = — <
Z n4 90 an Z nﬁ 945
n=1 n=1

(
Dirichlet’s full name was “Johann Peter Gustav Lejeune Dirichlet.” I
Now, that’s a mouthful! %

]

Mathematical detour. The Basel problem, posed in 1650, to find the sum of

the Dirichlet series 1 + % + é + % + o+ n—12 + .-+ remained unsolved until

1734 when Leonhard Euler determined it to be 72/6. He effectively did this by
comparing the coefficients of the x> term of the infinte product

2 2
sinnxznx(l—xz)(l—%) (1—%)

with the Taylor Series

¥ ¥

sinnx:x—§+§+
Rigorous proof of Euler’s infinite product sine formulation wouldn’t come for
another hundred years when in 1876 Karl Weierstrass showed that any entire
function can be expressed in terms of product of its zeros. The Weierstrass factor-
ization theorem extends the fundamental theorem of algebra that allows us to ex-
press any polynomial as a unique product of its finite zeros p(x) = ¢ [/, (z—zi)
to an entire function with infinite zeros. <

2.8 Residue calculus

We can use residue calculus to integrate a real-valued function L D:o f(x)dx by
taking the semicircular contour over the upper (or lower) half-plane:

+R s

f f(z)dz = lim / f(x)dx+ lim / f(Re)Re? do
R—c J_p R— J

S—— —

@ ) ®

Then @ = @© — @, and hopefully it will be easier to find compute the contour
integral @ instead of computing @ directly. For this to work, we must have
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® — 0 as R — oo. We can put an upper bound on ® by noting that an
integral is bounded by the length of the circumference of the semi-circle times
the maximum value of max | f(z)| along the semi-circle:

/f(z)dstL where M:meax|f(z)| and L = length of y.
Y <y

We call this the ML-estimate. In this case,

®: ‘/ f(Re)Re? do
0

< 7R - max | f(2)|

goes to zero as long as f(z) goes to zero faster than R~! as R — co. A contour
integral equals 27i times the sum of the residues of the poles inside the contour.
If the contour is stretched to fill the whole upper half plane, then

2mi times the sum of the residues of all

D: 7{ J(z)dz equals { poles in the upper half plane.

Example. Evaluate / Losx dx.
oo 1+ x2
00 eiz
It will be easier if we’ll take the real part of / 52 dz.
—o0 Z
Take the contour integral Cr
iz +R iz iz
‘7{ © dz = / © dz + / © dz. Q
1+z2 -R 1+2z2 CR1+Z2 —-R . R

Because | e? | < 1 in the upper half plane, we have the M L-estimate

eiz
/ 2dz <
Cr 1+Z

R —> 0 asR — oo.

R2 -1

Now we just need to evaluate

eiz eiz
dz = 2niRes o1
% 1+2 ¢ [1 + 72 }

= 2mi (f(z) z:i) = Zﬂi%

1
g'(2)
[t .
oo 1+ x2 e

-1

=7nc
z=i

It follows that
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|
Example. Evaluate / — dx.
oo L+ x4

The function g(z) = 1 + z* has four zeros at V-1. Cr
From —1 = {ei”, e e7i7 ¢~137} we have thatV-1 =
{ein/4 ei37/4 o-in/4 o=i3m/4)  The semicircular con-
tour in the upper half-plane now contains two poles at

7= e1'7(/4 and 7= ei37r/4. -R ° ° R
1 R 1
dz = dz + d

}{z“+1 ¢ [R T+ LR1+Z4 ¢

The path integral
1 1
7 dz| < 7R - max 7| SAR|—7—| > 0asR > oo
CR1+Z zeCr |1 + 2 R* -1

The contour integral

1 1 : 1 )
dz = 2xi [Res ,e/*| 4+ Res Leld/4
,7{Z4+1 ¢ m( [z4+l [z4+1

1 1
=2mi|— @+ —|
473 |z=ein 473 |z=eidn/4
— i ( All ei3n/4 All e—i97r/4)
e—iﬂ'/4 +ei7r/4
2

= i-e/? . (cos(n/4))
=i+ (=) - (1/\/5)
=n/V2.

So,

‘[00 ! dxzﬂ/\/i. <

o 1+ x4

xa

dx, -1<a<l.
a+x2 “

Example. Evaluate /
0
The numerator of the integrand x¢ is not analytic for a # 0.

Zu — (|Z|eiargz)a - |Z|aeiaargz
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A branch cut runs from the origin to co. We will take the
branch cut along the positive real axis. Take the contour
C that consists of the following path: y; from € to R
along the real axis above the branch cut; the circular
path Cr of radius R running counterclockwise from 0 to °—'
27; the path y, from R to € along the real axis below the

branch cut; and the circular path C of radius & running

clockwise from 27 to 0.

The contour integral is

éf(z)dzz/cgf(z)dz+/CR f(z)dz+/y] f(z)dz+fy2f(z)dz.

We will need to evaluate each of these integrals in turn. The function z¢/(1+z)¢
has a double pole at z = —1. Knowing this, we can evaluate

z¢ :
%c‘ e dz = 2niRes [(1 —1]

d
= 2i— (2%
mdz(z)

z=—

= 2miaz®!
z=-1
= 2rig e e 71"
= —2rxia e
Along the outer circular path integral
a a Ra
/ < 5 dz| < 27R max R——— ~ R9!
Cr (1 + Z) z€CRr (1 + 2)2 (R - 1)2
and R“"! — 0 as R — co. Along the inner circular path integral
Za a a 1
——— dz| < 27e max ne ~ g%
/cg 1+ z)z zeCe (1 + z)2 (1+¢)?

and e**! — 0 as & — 0. Now let’s consider the two path integrals along the

positive real axis. Along the two paths, argz = 0 above the branch cut and
arg z = 27 below the branch cut. That is, z% = |z|¢ along y; and z¢ = |z|* e!4?®

along y». So,
-/71 (1+z)2 _/ (1 +x)2
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and

P & |Z|aeia2ﬂ
on [
/72 (1+2)? R (1+2)

R
— _ei27ta/ x4 dx
e (1+x)?

@ . R a
o )t [ gipe

Piecing everything back together

0+0+(1—ei2”)/Rde=?[ Ldz=—27riaei’”‘
s (1+x)? c (1+2)7?

in the limit as R — oo and &€ — 0. Hence,

Therefore,

= <

o e —2ria ei™¢ —2ria na
x= . = — . - .
o (1+x)? 1—ei2m e —ei*  sinma

Cauchy principal value

On occasion it may happen that a pole lies along the path over which we intend
to integrate. For example,

1 -& 1

1 1 1

/ —dx = lim —dx + lim —dx
-1 X &0+ J_1 X e=0+ Jo X

is undefined. Now, the function 1/x is an odd function, and we may try to argue

that even though both integrals diverge, they diverge at exactly the same rate and

cancel each other out. Namely, if we let both sides converge at the same rate we

have
1 - 1
1 1 1
/ —dx = lim (/ —dx+/ —dx)zO.
-1 X e—=0+\J_1 X e X

This is not true in general if we take the limits independently. For example, if
we let the left limit converge twice as fast as the right we get an answer of log 2.
The Cauchy principal value of f(x) with a pole at xg is defined as

b

b X0t+&
PV/ f(x)dx = 111{)1+ (/ f(x)dx + f(x) dx) .

xXot+&
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For a contour in the complex plane, the validity of the principal value is a little
easier to justify, because we only need to bend the contour slightly to sidestep
the pole. We can do this by either excluding the pole or including the pole in
our main contour. The results are the same because the first path runs contour
clockwise (and excludes the pole) and the second path runs clockwise (and
includes the pole).

CR CR
C
R R R -/ R

The contribution of the e-contour about a simple pole at z = zg is

/C f(2)dz = 0Res [ £(2) 2] /\ c?

where @ is the angle that the e-contour subtends. To see this consider g(z) =
(z — z0)f(z). Note that g(z) is analytic at zo because f(z) has a simple pole at
20- So, Res [ f(z), z0] = lim,_,, g(z). Take z = z9 + £€?. Then dz = isel? d4.

/f(z)dz /%d

:/ M 19 de
0

gelf

0
= / g(z0 + £¢'%)ido
0

0
/ Res [f(z),z0]1d6 (by taking € — 0)
0

i@ Res [ f(z),z0] -

< logx

2] dx.

Example. Evaluate /
0

First note that for z € (—o0,0) we have
log(z) = log |z| + iarg(—1) = log |z]| + ix.

Therefore,

0 oo o )
1 log(— 1
/ ogx dx—/ 0g(=) x—/ ogx dx+i/ T dx.
o X2 =1 o x2-1 0o x2-1 0o x2-1
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It follows that
/ -l dx=2/ 8% dx+i/ T dx
o X2 =1 0o x2-1 o x2-1
< log x i < log x
dx = ;Re ——dx.
0 x2—1 —o0 x2—1

Consider the contour to the right. We avoid the
singularities at z = —1, 0, and 1 using semicir- Cr
cles of radius . The function

and so

1 L] [ ] [ ]
f(z) = ngl R -1 0 1 R

is analytic inside the contour v, so the integral is zero: fy f(z)dz = 0. It follows

that
<1 1
I AV R R BT
—o0 27 =1 R—eo - Co C Cr Z2-1

We have the M L-estimate along Cg

logz log R
dz < R
-/CR 2-17° (R2 )(n )

mlogR

=~

—0 as R — oo.

We also have the M L-estimate along Cj.

log z loge
dz <
[ #5072 o

~nreloge -0 as & —0.

Now let’s compute the contributions from the poles at —1 and 1. Each of these

contours runs clockwise from 7 to 0. Atz = —1
log z . log z
5 dz = —miRes = ,—1
c, -1 zv -1
log z log(-1) _ i n?
= —7T1 = —7T1 _ _— = ——
o e =TT M5 =73

Similarly at z = +1

1 1
/ 20gz dz=—7ri—0gZ =0.
c - 1 2z lz=1
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So, we have that

® logz 2

dz="".

Lozhl ‘T2

* Jogz n?
dz = —. <

/0 72-1 ¢ 4

* (log x)*
x2+1

It follows that

dx.

Example. Evaluate /
0

Let’s first break the integral up

* (log x)?  (log x)* % (log x)?
o xZ+1 oo X2+ 1 o X241
* (log x)* * (log(—x))*
= [ B ae- [ 22 gy
oo X241 o 0 x2+1 o

Note that
log(-z) = log z + log(-1) = log z + i,

from which it follows that
(log(-2))* = (log 2)* — n* + 2in log z.

Therefore, taking the real contributions

=9 1 2 (=) 1 2 ) 2
2/ 0B o o ge( [ U022, +/ " _dz.
0o z2+1 oo 22+ 1 0 z22+1

For f(z) = (log2)?/(z* + 1), the integral

jﬁf@dz:(/C£+/€R+/CR+L:)f(z)dz

equals

2
frow-so] 95

. _(logi)? iﬂ2_ n
=2mi o =r 5
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due to the pole at z = i. We have the M L-estimate along Cr
1 log R)?
/ zogz dzﬁ((og ))(nR)
cr 2 +1 RZ-1

2
N n(log R) .

0 as R — oo.

We also have the M L-estimate along C.

(log z)? ( (log &)?

. Zz+1d2< 1_82)(7r.9)z7rs(10g8)2—>0 as € —0.

Therefore,

) 1 2 R 1 2 —-& 1 2
—( 0g2) dz = lim —( 0g2) dz + —( 0g ) dz
o 21 Ro [, 2+1 R 2+1
(og2? ., _ =
L 2+l T 47

Note that because the value of this integral real, we also know that

® logz
dz =0.
/0 2110

Finally, the integral

© g2 ) o0 s (T 3
/ 5 dx=m arctanx| = (—) = —.
o x*+1 0 2

So,

© (] 2 © (1 2 co 2
(log z) dzz% (log z) d %/ T dz
0

o 2+1 e 241 22+1
PSR R
= —— _ = — <
8 4 8

Theorem (Jordan’s Lemma). Suppose that f(z) is analytic in the upper half
plane except at finitely many singularities and that | f(z)| — 0 as |z| — o in
the upper half plane. Then

Rhm f()e“*dz=0 for a>0.

—00 CR
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Proof.

f(Z) eiaZ dZ
Cr

— '/ﬂ f(R eié)) eiaR(cos O+isin @) iR eié) d@'
0

— '/” f(ReiB)eiaRcose e—aRsinGiReiH d@‘
0

b3
< / |f(R elH) elaR cos 6 e—aR sin HiR elH| de
0

Ve
— / |f(R e10)| e—aR sin 6 RdO
0
Taking Mg = max;ec,, |f(2)|:
T .
< MRR/ e—aRsmH do
0
/2 )
— ZMRR/ e—aRst do
0
Because sin 6 > 20/x for 6 € [0,7/2]:

/2
< 2MgrR / e 2aR0/7 qg
0

—7T /2
S 2M R( ) —2aR9/7r
**\2arRi) ©

< M X (1—e—“R).
a

0

Because |f(z)] — 0 as |z] — oo, so does Mg — 0. It follows that

lim / f(z)e%* dz=0 for a>0.
CRr

R—o0

Example. Evaluate / % dx.

—oo o e
We’ll compute this integral by finding the imaginary part of / = dz.
The function f(z) = e'Z/z has a pole at z = 0, so we
take the semicircular contour that avoids z = 0. The Cr
contour C is comprised of path y; from & to R along
the positive real axis; semicircular path Cg of radius
R running counterclockwise from O to rr; the path y» Ce
from —R to —& along the negative real axis; and the R 7 o b

semicircular path C, of radius & running clockwise
from 7 to 0.
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Because there are no poles inside the contour, the contour integral is zero:

‘}{f(Z)dZ:/ f(Z)dZ+/ f(dz+ | f()dz+ | f(z)dz=0.
C Ce CRr b2

Y2

By Jordan’s lemma
iz
lim [ S dz=0.
R—0o0 Ccr ¢

The path integral along C, in the limit as r — ¢ is

e’ e -

lim —dz = —miRes [—,O] = —rie® = —mi.

r—e Jc, 2 d z=0
Therefore,

o) eiz
/ —dz = lim ( f(z)dz+/ f(z)dz) = .
-0 R=%\Jn 72
So,
/ smx dx=m <
oo X

1+ x"

The function 1 + z" has n zeros each at
2= V-1=eC®*Dm/n for k=0,....n-1. ﬂ

There is one zero at 7 = exp(in/n), so 1/(1 + z"*) has a simple pole here. From
this pole we will be able to compute a residue and evaluate the integral. We still
need to be careful choosing the contour. We take the pie-shaped contour with
angle 27/n. This contour is nice because it contains the pole, the contribution
along Cg vanishes as the radius R — oo, and most importantly it will give us a
path integral that we will be able to compute on the return trip. Remember, we
need to be able compute the integrals along all paths.

1 1 1 1
‘7{ ndz=/ ndz+/ ndz+/ ndz
y 147z wl+z cer 1+2 v, 1+2

Example. Evaluate /
0




2.8. Residue calculus

First, note that

1 1 .
‘7{ dz = 27iRes [ ,e‘”/"]
y 1+2z" 1+2z"

Zzein/n

— @ e—(n—l)in/n

n
21 o 2

— e i e171/n - _ em/n )
n n

The M L-estimate gives us

1 1 2
/ dz < (—HR)—>OasR—>00.
Cr 1 +2" 1+R*\ n

Along vy, we have
1 R
—dz = —dr
w1+z o l+r

i27r/n, SO

Note that along the return trip y, we have z = re

. n . .
Zn — (r elZﬂ/n) - elZn =" and dz = elZﬂ/n dr.

So,
1 2 /n i2 R 1
~dz=e —dr = —el2n/n dr
v, 142 R o 1+r
Therefore,
1 1 , R
ndz+/ ndz:(l—e'z”/")/ ndr.
” 1+z2 Vs 1+z2 o l+r
And so

(1 - eiz”/”) /oo ! dr = _@ eln/n
0 1+rn n

by the residue calculus above. We then have that

/m Vg Fgam 1
o L+ n 1 —ei2n/n

T 2i

_Z e-in/n _gin/n
n/n

sin(rr/n)’
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—-a

Example. Evaluate / al
0 1+x

dx where 0 < a < 1.

We know that z7¢ = e~41982 o there is a branch
point at z = 0. Because we are integrating along the
positive real axis, we take the branch cut along the
positive real axis. In this case, we have the keyhole
contour which avoids the branch cut. The function
has a pole at z = —1, so

Chapter 2.

Complex Analysis

CRr

foros= (L[] [)ros

e @ logz
= 2niRes [—
z+1

g

= 2rie@log=) = opjeaim

The M L-estimate gives us

—a R—a
/ ‘ dz < ( )ﬂ'R
Cr 1+ Z R-1
Rl—a
=7; ~7R*—>0 as R—o
and
Z—a s—u
/ dz < ( )ns
C, 1+z 1-¢
1-a
ne
=7 ~re'™ 50 as & —0.
—-&
Along y; we have
e—alogz R e—alogr
/ dz =/ dr.
w z+1 o r+1
Along y, we have z = r e'?", so
e d logz 0 e—a(logr+i27r)
/ dz =/ ——dr
v z+1 R r+1
R .-alogr ,—ai2n
e e
__ / e
0 r+1
R .—al
0 r+1
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Therefore,

(1 - e“iz”) /R rt dr = 2rie 4™
o r+ 1

from which it follows that

R pa Qi e in bd
dr = o = = . <
o r+1 1 —e @7  sinanm

Example. Compute the Fourier transform of the sinc function

“sint |
/ Te“f’ dr forreal &.

00

By using the Euler identity we have that

® o o it —it
/ SInt gy d,=/ e —e™ e g,
oo 1 oo 24

00 ei(.f;“+l)z _ ei(g—l)t
a [m 2t

o0 ei(.§+l)t 00 ei(.;’-‘—l)t
= / — dt — / — dr.
oo 211 oo 2ti

The functions e¢*12 /2zi and e¢ =12 /27i both have
poles at¢# = 0. We can find the integral using a semi-
circular contour integral. Take f(z) = ¢¢*12/2zi.
Then —R ° R

dt

jgcf(Z)dz:/CE f(z)dz+/CR f(Z)dZ+./y. f(z)dz+/y2f(z)dz:0.

If¢ > —1,then ¢ + 1 > 0, and by Jordan’s lemma

ei(§+1)z
lim — dz =0.
R— Jop 2i

Note that Jordan’s lemma does not hold when & < —1. We will have to treat that
case separately. The path integral along C in the limit is

ei(‘er])z

lim dz = —miRes

r—e Jc, 27i

= —m = ——=.

ei(§+])z .ei(‘er])z P
’ 2zi lz=0 2
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Therefore,

o0 1(£+1)z s
/ dz = hm ( f(z)dz +/ f(z)dz) ==
o 22 Roo\Jy 72 2

e—0

as long as & > —1.

If ¢ < —1, we can either take a contour that goes through the lower half
plane or make the change of variable z + —z. Both will allow us to use Jordan’s
lemma. The later approach is easier, so let’s use that one. Let z — —z and
dz — —dz. Then we have

00 ei(,erl)z 00 —1($+l)z o0 e—i(§+l)z
dz = dz) = - dz.
[oo 2 L i [m &

Now —(¢ + 1) > 0 and we can use Jordan’s lemma as part of a contour integral
almost identical to the one above. We have that

oo Li(E+1)z oo L—i(&+1)z
/ o dz=- / =2
oo 27 o 27 2
when € < —1.

We can compute the integral for f(z) = ¢¢ =12 /2zi almost identically as we
did above. If & > 1, then we have

/oo e—i(f—.l)z dZ _ z
oo 271 2

When ¢ < 1, we must take z +— —z so that we can apply Jordan’s lemma. In this
case, we have that

o0 Li(§-1)z o0 o—i(§-1)z
/ ¢ —dz = - / ¢ —dz = —E.
oo 27 e 27 2
Therefore,

sint oiét ell&+1) /oo el&-Dr
dr = dr - dr
[00 o 2ti

( 7T/2) (-7/2)=0, ¢&<-1
n/2—-(-x/2)=m, 1<é<—-1
n/2-m/2 =0, 1<¢&

_fo ters
£l <1
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Finally, let’s see what happens if |£| = 1. When & = —1, we have that

Csint g /°° 1 /°° e 2
—e' dr = —dr - dr
/_oo t ¢ o 2H oo 2t
© 1 co e2it
= —dr + —dr
/_Oo 2t /_oo 2t

=0+m/2

where the Cauchy principal value of the first integral is simply 0 and the second
integral equals /2 by the calculus of residues computed above. Similarly, we
have that for £ = 1 the integral is /2. <

Example. Compute the Gaussian integral

/ e dx for m > 0. (2.9)

00

Sometimes you don’t need complex analysis. Note that

(o) 2 (o) (e8]

(/ e dx) :/ e dx/ e dy
:/ / e e dx dy
= /00 /00 e dxdy.

Changing from Cartesian to polar coordinates:
2r ©o N
= / / e ") rdrde
0o Jo
0 2
=2n / e rdr
0

Therefore,

/ e dx = V7.

00

By making a change of variables x — x/+/m, we have

e 2 1 e 2
e™ dx = — e™ dx = +n/m. <
.[ Vm -/—.oo /

00
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Example. Compute the Fresnel integrals
/ cos(x?)dx and / sin(x?) dx.
0 0

We can compute both at once by taking the real and imaginary parts of fooo exp(iz?) dz.
We will try to rewrite this integral in terms of a Gaussian integral. We can inte-
grate along a different path from 0 to oo as long as the contribution at o is zero.
Taking a path from the origin at angle 8 = 7/4 should do the trick, because if

im/4 2

7z = se™/* theniz? = —s2.

Consider the pie-shaped contour on the right. The func-
tion f(z) = exp(iz?) is an entire function, so its integral is
zero along the contour. And we have Cr

Rf(z)dz=/ORem/4f(Z)dZ—/c f(z)dz. ‘ R

We’ll start by showing that the contribution from the outer path vanishes.
Take u = 72, and let Cy be a the mapping of Cg under 22, i.e., a quarter circle

of radius R2. Then Then du = 2z dz or equivalently dz = du/V2u. Then

/ iz? d / eiu R
(~ zZ= — 00
Cr Cr V2u

by Jordan’s Lemma. We are left with

Reiﬂ/4

i /4

e 2 coe 2
/ e dz = / e dz.
0 0

Taking z = e"/* s and dz = e"/* ds:

/ e dz = el”/4/ e ds.
0 0

We can now evaluate the Gaussian integral to get

/Oweizz dz = ‘”“‘F ‘/_( i)

2\v2 V2

So,
/ cos(x?)dx = Re/ e’ dz = ﬁ
0 0 2V2

and

/ sin(x?)dx = Im/ ¥’ dz = ﬁ <
0
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2.9 Method of steepest descent

Suppose that we want to estimate

b
1(s) =/ g(z)e’f@ dz,  where s> 1
a

and f(z) and g(z) are analytic functions. Because the integrand is analytic, we
can take any contour from a to b as long as the contour doesn’t pass though a
singularity. Of course, we should choose a contour that makes the integration
easier.
Because f(z) = u(z) +iv(z) with z = x + iy is analytic, it cannot have a
relative maximum or minimum—only a saddlepoint at which
ou 0v d%u 9%y d%u 9%y

—=—=0; and — >0, — <0 or — <0, — > 0.

ox Oy 0x? dy? 0x? 0y?

We’ll assume that f(z) has only one saddle point z = zy. The case of more than
one saddle point is a straight-forward generalization. We will choose a contour
that passes through zg in some direction ¢. In the neighborhood of zy we can
approximate

@)~ f(z0) + 5" (20)(z = 20)

because f’(z9) = 0 at the saddle point. Our integral becomes

b
I(s) ~ esf(ZO)/ g(z)e%Sfu(zo)(z—zo)2 dz.
a

In polar coordinates

f"(20) = 1f"(z0) €'’ where 6 =arg f"(z0).

In the neighborhood of zg, we can take the path z = zg + r¢'? . The integrand
can now be written as

g(z) e%Sf”(Zo)(Z—Zo)2 =g(2) e%s\f”(zg)le“’ r2el2¢ .
If we choose ¢ = %(ﬂ — 0), the exponential term simplifies to the Gaussian

function 1
e 2% If”(z0) |2 )

This direction for ¢ happens to be the direction of steepest descent off the
saddle point, giving the method its name. When s > 1, the integrand decays
very rapidly once we have left the saddle-point. This means that it is a good
approximation to only consider the contribution near the saddle point and throw
out the very small contribution away from the saddle point. In this case, we
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can approximate g(z) ~ g(zo). We can also simply integrate along the entire
straight line in the direction ¢ = %(ﬂ' — 60) through 7 from infinity to infinity.
Taking z = z + r €% we have that dz = ¢'¢ dr = ie/? dr. Now we have the
approximation

1(s) ~ g(z0) e/ @) i et/ /oo e 3SIFI? g,

The integral is a Gaussian integral (2.9), so

172
2n ) (2.10)

1(s) ~ g(z0) /@) j 10/ (—
8 SIF7 o)l

Method of steepest descent (for s > 1):

/ o) @) gz ~ Y280 @) jg~i6/2
c lsf""(z0)l

where 6 = arg f"'(zo) and zg is a saddle point.

Example. Approximate the binomial coefficient

n\ n!
(m) ~ m!(n—m)!

when n is large. The binomial coefficient tells us the number of ways that m
objects can be chosen out of n objects. It also appears in the binomial expansion

(1+z)"=1+nzz+-~~+(n)zm+~--+z". 2.11)
m
By taking the contour integral of (1 + z)"/z™*!, we have
n\ 1 j{ (1+2)"
m 2mi zm+l
1 ?( 1(1+z\" d
T 2 z \ zm/n <
Lett =m/nfor0 <t < 1, then

(n) _ L%‘ len(log(Hz)—tlogz) dz.
m 2mi z
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Now we apply the method of steepest descent. We find the saddle point of the
function f(z) = log(1 + z) — t log z by first computing its first two derivatives:

1
f’(Z)Zl—_’_Z—

N~

—+
(I+27 2

()= -

The location of the saddle point zo is the solution to f’(zg) = 0. That is,
z0 = t/(1 = t). We’ll deform the contour to pass through the saddle point at zg.
So,
f(z0) = —tlogt — (1 — 1) log(1 — 1),
6 = arg f(z0) =0, and

3
f”(z0)=(1 t)_

t
Note that the saddle point zg = m/(n — m) is real. Because 6 = 0, this saddle
point is a minimum for f(z) along the real axis. Taking ¢ = %(n -60) = %7(
means we are sending the contour through zg in the imaginary direction, along
which f(z) is a maximum. Finally, from (2.10) we have that

1/2
B o e 27\
m)  2nmizg nf"(zo)

_ exp[=n(rlogz+ (1 —1)log(l - 1))] (2.12)

\2ant(l —t)

where t = m/n. We can rewrite expression (2.12) explicitly as

1
2

(n) B n! 1 n'"*t2
m|  min—=m)!  \N2x 3 (n — ) '

Let’s check how good our approximation actually is. Takingn = 88 and m = 18,

(?g) = 241856196073986978.

Our approximation using (2.12) is 2.4304 x 10'3, getting us to within half of
one percent error. <






CHAPTER 3

Gamma Beta Zeta

One of the underlying themes in the previous chapter was that real-valued
functions are mere slices of complex-valued functions and that by understanding
how a function behaves in the complex domain, we can better understand why
the function behaves as it does along the real axis. In this chapter, we explore
continuous function extensions of discrete functions and examine their analogues
in the complex plane.

Mathematical detour. One of the philosophical questions of mathematics is
whether mathematical ideas are discoveries or whether they are human inven-
tions. Take numbers. In the physical universe numbers are adjectives that
measure quantity of objects. We can talk about three kittens, three bicycles,
three hydrogen atoms, and so forth. In the mathematical universe the number
three is the object. We can talk about three threes. By abstracting the adjective
“three” to a noun “three” we’re able to be a bit more clever. Here’s where
the mathematics becomes really powerful. Cardinal numbers {1,2,3,4,...} let
us count and order objects. Natural numbers N = {1,2,3,4,...} let us add.
If we add two numbers together 3 + 4 = 7, we can undo the addition with
subtraction 7 — 4 = 3. But natural numbers are incomplete under subtraction
3 —4 ¢ N. We can complete the natural numbers under subtraction, by expand-
ing them to integers Z = {...,-3,-2,-1,0,1,2,...}. Multiplication 3 x3 =9
(“three threes”) has its inverse operation division 9/3 = 3. Because integers
are incomplete under division, we further need to expand them to the rational
numbers Q = {p/q where p,q € Z and g # 0}. We can also close the set by
formally adding in co. Polynomials underpin algebra and geometry—take the
Pythagorean formula a®> + b> = ¢*. Finding solutions to polynomial equations
requires us to expand our universe to the algebraic numbers A. Algebraic num-

bers include the irrational numbers like \/g, V3 + V2 and V7. Of course, looking
for roots of polynomials like x? + 1 requires us to also include complex algebraic

61
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numbers. Algebraic numbers are no longer sufficient when we include more
novel functions and infinite series. The function sin x can’t be expressed as a
polynomial. We need a new set of numbers to fill in the gaps. These number are
called transcendental numbers and include 7 and e. The transcendental numbers
along with the algebraic numbers gives us real numbers R and complex numbers
C. Almost all real numbers are transcendental numbers. <

3.1 Harmonic numbers

Example. Block stacking puzzle. How can we stack » identical blocks on a
table edge to maximize overhang?

Suppose the blocks are two units in length with unit
mass. With just one block, we could balance it half on,
half off the table so that its center of mass is at the very
edge of the table x = 0. The overhang for this one block
is H1 =1.

Now, suppose that we have n — 1 stacked, overlapping
blocks positioned again so that the center of mass of the
n — 1 blocks is at the very edge of the table. Let H,_;
be the total overhang for this set of blocks.

If we were to slip an additional block beneath the stack
with its center at —1 so that its end lines up with the edge
of the table, then the new center of mass for all n blocks
isnx=(m-1)-0-1-1. Thatis, x = —1/n.

We can now shift the whole set of n stacked, overlapping
blocks by 1/n so position its new center of mass is at
the very edge of the table. The overhang for the stack is
now H, = H,_; + 1/n. By induction, with Hy = 1 we
have that

[ﬂlth 1

1 1
=l =+
+2+3+ + Zk <

The series 1 + 1+ 1+ 1+ - is called the harmonic series. The partial sums
of the harmonic series are the harmonic numbers. The sequence of harmonic
numbers {1, g, ]6] s %g - } diverges, but it diverges very slowly. We’d need 108
terms before H,, > 100. The harmonic series is itself a special case of p-series
or hyperharmonic series Y, ; k™7 which we’ll come back to at the end of this

chapter.
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An infinite number of mathematicians walk into a bar. The first
one orders a beer, the second orders half a beer, the third a third,
the fourth a fourth at which point the bartender stops them and says
“Get the hell out of here! Are you trying to ruin me?!”

Let’s examine a couple of questions about harmonic numbers. What con-
tinuous function is a natural extension of the discrete sequence of harmonic
numbers? How slowly does the sequence harmonic of harmonic numbers di-
verge?

The first question can be formulated as the problem

Find f(x) such that f(n) = Hy = )
k=1

==

Leonard Euler solved this problem in the 1700s. If n is a positive integer,

1—.xn 2
] =l4+x+x"+---+x
- X

Integrating this rational gives us

ll_xn 1
/ 1 dx:/(1+x+x2+~--+x"_1)dx
0 0

- X

n-1

1
= 1,2, 1,3, .. 4,1,n
=(x+3x"+3x7 + +nx)0

=l+3+3+-+

ll_ s
f(s)z‘/0 1_);dx

interpolates the partial sums of the harmonic series.
Let’s move to the other question of how slowly the sequence diverges. We
can use an integral again—this time as an approximation:

1 "1
Z % & / —dx =logx
k=1 Ay
Of course, there is some error in this approximation. Even though both

| > 1
—d d —

1
o

So, the continuous function
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diverge, their differences converge:
&1 "1 &1
7=,}£Eo[;z—/l ;Xm =,}2‘30[Zz—10g”l'

The constant y, equal to the shaded area in
the plots to the right, is called the Euler—
Mascheroni constant.

The total (light and dark) shaded area for all
rectangles equals one when n — oo.

_—

The curve 1/x almost evenly divides the rectangles, and it is convex so we can
make a rough geometric estimate that y is slightly larger that 0.5. The actual
value is y = 0.5772156649 .. . ..

Mathematical detour. The harmonic series gets its name from harmonics in
music. When a guitar or piano is played, the tone produced is the sum of both
the fundamental tone and several diminishing overtones or harmonics. That is to
say, every time a string vibrates, it resonates at all the harmonics frequencies (the
fundamental tone and the overtones) with higher frequencies having diminishing
amplitudes. The fundamental harmonic wavelength is twice the length of the
guitar or piano string. The wavelength of the second harmonic is half that of the
fundamental harmonic, and its tone is twice the frequency of the fundamental
frequency. The wavelength of the third harmonic is one-third that of the first
harmonic; its tone is three times the fundamental frequency. And so on. Below
we see harmonics of a string along with nodes, positions where the wave is
stationary.

OOV NN —
—_

—

Harmonics form the basis of tonal music. Take a piano’s C, string. It
resonates not only at its fundamental frequency, but every integer multiple of
the fundamental frequency. The second harmonic frequency Cs3, double that
of the harmonic, is an octave higher. The third harmonic G3, with three times
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the frequency of C,, is a perfect twelfth (twelve tones) above C,. The fourth
harmonic Cy is a two octaves up. The fifth harmonic E4 is a perfect nineteenth
with five times the frequency of C,.

o)
)’ A | o9
b0 O —
ANIY 4 P
gd o
1 2 3 4 5 6 7 8 9 10
. O
4 [Q)
o

We can build the chromatic scale using these harmonics. Starting with G3
(3:1) and dropping by an octave we get G, (3 :2), a perfect fifth above C,.
Dropping two octaves from E4 (5:1) we get E; (5:4). Dropping from E4 (4:1)
by twelve tones we get E, (4:3). We can continue like these to build a just
diatonic scale:

C D E F G A B C
1:1 9:8 5:4 4:3 3:2 5:3 15:8 2:1

The smaller the lowest common multiple between two harmonics, the more
consonance in those two tones. The perfect octave (2:1) and perfect fifth (3:2)
intervals are consonant. The greater the lowest common multiple between two
harmonics, the more dissonance in those two tones.

A tritone, an interval of three whole tones such as F to B, is rather dissonant.
The tritone is so dissonant that it’s often called the devil’s interval because of its
sinister sound. The scaling from an F and a B is

(4:3): (15:8) = 32:45

with a lowest common mulitple 32 x 45 = 1440. Play an F and B together
or listen to Erik Satie’s “Vexations”!, Jimi Hendrix’s “Purple Haze,” or The
Twilight Zone theme music, and you’ll get the idea. Dissonance creates tension
in music by making our brains feel unsettled and uncomfortable.

Usually we want the sweeter sounding consonance in music. The seventh
harmonic is a prime number 7, and its lowest common multiple with respect
to other harmonics will be high especially with the sixth (7 x 6) and fifth
harmonics (7 X 5). The overtones from the seventh harmonic can contribute
to harsh dissonance in a note. For this reason, the seventh harmonic is often
suppressed in a piano by positioning the hammer one-seventh the distance along

No need to listen to the entire piece, which can last up to 30 hours, depending on the pianist’s
tempo.
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the length of string to prevent a stationary node there. By the time we get to the
next prime harmonic up, the eleventh harmonic, its contribution to the amplitude
is sufficiently small.

Tuning isn’t unique. Just intonation, which builds tones using harmonics 1
through 5, is not agnostic to key changes. Transposing from one key to another
produces a very different tonality in the music. Modern tuning uses a twelve
tone equal temperament tuning where the frequencies are scaled by N2 with
each semitone. In modern tuning a tritone is V2:1. The frequency of each note
in modern tuning is within one-percent high-or-lower of just intonation. <

3.2 Gamma function

Like the question Euler asked about harmonic numbers H,,, 24
there is also a natural question we can ask about factori-
als n!:“what continuous function is a natural extension of

factorials?” We can in fact extend extend the factorial to 6
an analytic function over the complex plane. This analytic 12
extension is called the gamma function. L 2 3 4
We start by defining the gamma function as
n@:/meﬁﬁ4ﬁ Re(z) > 0. (3.1)
0

This integral is also called the Euler integral of the second kind. We’ll come
back to the Euler integral of the first kind later. Note that

I'(z+1) =/ e Cdr
0

) (o)
+z/ e F 7l dr
0 0

which provides us with the recursion I'(z + 1) = zI'(z). Furthermore, from (3.1)

we have that
nn:/ e’ Pdr=1.
0

—t2e!

= 7I(2),
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From the recursion formula it follows that

re) =1,
ra=2-1,
r4)=3-2-1,
rés)=4-3-2-1, ...,
I'n+1)=n!

for integer values n > 0. Note that I'(n + 1) = n!—not I'(n) = n! as one might
expect. The definition of the gamma function is a bit unfortunate, because it can
easily lead to a mistake. The gamma function has a sibling special function, the
pi function that conforms with the factorial as one might hope—I1(z) = I'(z + 1)
and so II(n) = n!.

By making the change of variables r = s so that df = 2sds, we have an
alternate form of the gamma function

I'(z) = / e’ ldr=2 / e s 1 gy, Re(z) > 0. (3.2)
0 0

By using this form of the gamma function we can evaluate the gamma function
at half-integer values.

Example. Compute 1"(%).

F(%):2/ e_szds:/ e_szds:\/; <
0 —

e

Example. Compute F(%).

F(3) =3TG;) =3Vx <

Because the integral (3.1) does not converge when Re z < 0, the integral
definition of the gamma function is only valid in the right half-plane. But we
can extend the gamma function to Re z < 0 using analytic continuation. To do
this we will use the recursion formulaI'(z + 1) = zI'(z). If z > —1 and z # 0, we
have

1 1 /e
I'z)=-T(z+1)= —/ e 2 dt.
Z Z Jo

We see that the gamma function has a pole at z = 0. We can continue

I'z+2) =+ DI(z+1)=(z+ 1)z2I'(2),
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and for an arbitrary m we have

Iz+m)=(z+m-1)---(z+ 1)z['(z).
And so,
I'(z+
I'(z) = (2 +m)
(z+m-=1)---(z+ 1)z
as long as z is not a negative integer at which points I'(z) has a simple pole.
Using (3.3) to compute the gamma function in the negative half plane can
sometimes be cumbersome. A better approach may be to use Euler’s reflection
formula.

(3.3)

Theorem (Euler’s reflection formula). I'(z)I'(1 —z) =

g
sin(nz)’

Proof. By analytic continuation we only need to show this identity when z = a
for0 < Rea < 1.

Ia)'(1 -a)= / s4e™s ds/ 1 le™ dr

/ / e ) dr ds
= / / (t/s)* " emsU+/9) o=l 45 ds.
0o Jo
Making the change of variable ¢t = su and df = s du we have
_ / / a-1 —v(1+u) ds du
0
M ué 1('/00 —s(1+u) dS) du
0 0

® a-1 —3(1+u) © d
‘/0 ( —(1+u) s—o) "
o0 -1
- /0 (1+u) du
o
" sinna

where we evaluated the the last integral as a contour integral in the example on
page 52. O

We can now compute the gamma function in the negative half plane

n
[(z + 1)sin(nz)’

Note that I'(z) has poles at z = 0,—1,-2,.... See the figure on the facing page.

I(-2) = -
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I'(z) is real for real z (top). Curves of constant phase and constant
magnitude of I'(z) in the complex plane (bottom).

Figure :

Euler’s representation

Consider the function

(3.4)

t n
1- —) #dr.

n

L

F(z,n)

Note that

en(_

nlog(l-t/n) _

=c

),,

which limits e™* as n — 0. Hence,

t

1-=

n

(

e #1dr = lim F(n,z).
n—oo

=/0°°

I'(z)
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By making the change of variables ¢ = nu in (3.4) we have
1
F(z,n) = n* / (1—uw)"u*" du
0

and by integrating by parts we have that

1
F(z,n) = n* (E/ (1 =)yt du)

n(n n-2 z+1
(Z(Z+1)./(1 u) du)

( nn—1)-- !
2(z+1)-- (z+n—1)

uZ+n—1 du)

2(z+1)-- (z+n))'

Therefore,
n*n!
I'(z) = lim —.
() n—)oozn-(z-]-n)

Here’s a summary of useful gamma function formulas:

(z- 1)!=F(z)=‘/oooe_ttz_1dt, Re(z) > 0

[(z+1)=2zI(z)

I(3)=Vx
TR -z2) = sin?ﬂz)
I'(z) = lim nent

n—oo 7. (Z+n)

Example. Compute / e dx, for p>0.
0

For ¢ = x” we have that x = /7 from which dx = (1/p)t!/?)~1 dr. Then

© _p | 1 (1 1
/ e dx = —/ et x/P g = -1 (—) =T (1 + —) . «
0 P Jo P \p p
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Example. Compute / cos(xP)dx, with p> 1.
0

Note that the integral does not converge if p < 1. Namely, if p = 1, then we are
computing fooo cos x dx which is clearly divergent.

Let’s find the real part of
/0

by examining the integral around the wedge y. The function is analytic inside
the contour so the contour integral is zero.

R Rel™/2p
- D D
/ e dz+ / e dz - / e dz=0.
0 Cr 0

First note that by making the change of variable t = z” with dz = p~1¢!~1/7 dt

. 1 .
lim e’ dz = lim —elt 1P gr =0
R— Cr R— C;e p

by Jordan’s Lemma. So,

R Rein/p
ioP ioP
/ e dz = / e dz.
0 0

Take r = ze™/?”. Then
P =e 2P =i and dz = dre /P

And we have

Rel™/2p R R
izP —rP i i —yP
/ e'“ dz :/ e /2P gr :el”/zl’/ e dr
0 0 0
< P i . ] i 1
/ e’ dz = e /P / e dr =7/ T (1 + —) .
0 0 p

Then taking the real part we have

/ e’ dz:(cosl)r(l+l). <
0 2p P

So,
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Example. Stirling’s approximation. Often in mathematics and physics—
both statistics and statistical mechanics—we need to use n! when # is large.

Taking the factorial of an number greater than 170 will typically cause overflow in

. . L [
computers. One approach is to use Stirling’s approximation n! ~ V2rn""*2 e™.

We can derive Stirling’s approximation using the method of steepest descent

' D sf(20) | o=10/2
/ 4 gz » V8D ic (3.5)
C

5" (o)l

with 6 = arg f"’(z9) where zq is a saddle point. Start with

n!=r(1+n)=/ e dt:n"“/ e"loe==2) gz
0 0

where we made the substitution t = nz and df = ndz to put the integral in the
form (3.5). Then

1 1
f(x)=logz—z, f'(z)= P 1, and f"(z)= -=.
z
We see that f(z) has a saddle point at z = 1 and

0 =arg f"(1) = arg(-1) = 7.
So,
D) n+l ,—n
nl=Tn+1)= \/_nn—e = \2gn"* 12 e

Vn(=1)72
Note that using Stirling’s approximation for n! and m! in the binomial coefficient
(") = n!/m!(n — m)! gives the same approximation that we found on page ??.
Another alternative to I'(n) when n is large is the log-gamma function log I'(n). «

Example. Fractional calculus. Just as we can extend the factorial from
integer values to noninteger values (including complex values) with the gamma
function, we can also extend integer derivatives and antiderivatives to noninteger
and complex values. The derivative of x" is

d n n—1

ax =nx .

d2

Fx” =n(n - Dx"72,.. .,
X

dk

—x"=nn—-1)---(n+1—-kx"*
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which we can write as .
as _ n! ek

Tt

Now we can formally define the kth derivative

& . Tm+) .,

okt TTmr1-k)
For example, the half-derivative of x? is
d1/2
ETE VE R

Taking another half-derivative gives us a full derivative

2= F(3) 4 32

d , di2 g2 d'"2 (4 5\ 4 TG ).
—x" = X = —X

dx dx!/2 dx1/2 dx12 \\m \/_1"(2)
The following figure shows the zeroth through fifth fractional derivatives of

f(x) = x3 of the segment x € [0, %]. Curves are offset for clarity, and integer
derivatives { f©, fD_ ., f®} = {x3,3x2,6x,6,0,0} are bolded.

_M/////////////////////W&M\Wﬁ

We can apply fractional derivatives to analytic functions. For example, the
exponential function

S n
ex=1+x+lx2+lx3+---=zx—
2 30
:]T(n+1)
has the pth derivative
@ _Z T(n+1)  x" i P
dxl’ F(n+1—p)F(n+1) o Fn+1-p)

We can also compute an antiderivative by taking k = —1:

!, Th+1)

n

& T Tmr2)

n+l1
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Digamma function

The logarithmic derivative of a function f is given by (log f)’ = f’/f and tells
us the relative change in f. The logarithmic derivative of the gamma function

is called the digamma function:

Let’s derive another expression for yo(z). Start with the following definition for

the gamma function

d
Yo(z) = = logI'(2).

n!
r 1)=lim ——n?
(z+1) nl—r»rc}o(z+1)---(z+n)n

and take the logarithm

logT'(z+ 1) =

Then

lim [logn! + zlogn —log(z + 1) — - - - — log(z + n)].

bole+ 1) = = llogFe + 1)

Note that y = ¥o(1).

Sl
lim (logn - Z "y
n—oo Z

k=1
S DN |

00 1 1 0o z
SR [ LR Wt

When z = m is an integer we have

21 1

1) =— I
Wolm + 1) y+(;k ;mk)
1 1

where H,, is the mth harmonic number.
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Example. The Jeep problem. Suppose a Jeep can travel one unit of distance
on one drum of fuel and can carry at most one drum of fuel (in its tank). The
Jeep can drive forward, drop off some of its fuel, and return to base to refuel
and set out again. By storing the fuel in containers along the way, the Jeep
progressively moves the base deeper into the desert. How far is the Jeep able to
explore on n drums of fuel?

The Jeep can carry n— 1 drums into the desert by making a
total of n—1 forward trips and n—2 return trips, consuming
one drum of fuel and moving the base camp forward a
distance of 1/(2n — 3). From this new base camp the Jeep
carries n — 2 drums of fuel a distance of 1/(2n — 5) units
to the next camp. All-in-all the base camp moves forward
n times. For the last one the Jeep simply drives one unit
on the remaining barrel of fuel. The total distance d is —d—

Z": 1 ziH ”Z‘l 1

— 2k -1 — k — 2k
=H —lH = (2n)—1 (n)+1 <
= 2p-1 ) n—1 _WO 2‘1’0 27

3.3 Beta function

The Euler beta function, a close relative of the gamma function, extends the
binomial coefficient (’; ) to non-integer values p and g. We define the beta
function as

1
B(p,q) = /0 P11 -0 dr. (3.6)

By making the change of variables ¢ = sin” 6, so that df = 2cos 6sin 6 df, we
have an alternative representation for the beta function

/2
B(p,q) = / sin?? =2 9 (1 —sin%472 6) (2cos @sin ) do
0
/2
=2 / cos?? 1 gsin> 91 9do (3.7
0

T(p)(q)

Theorem. B(p,q) = .
L(p +q)

Proof. By making the substitution ¢ = s> with d¢ = 2sds in

F(p):/ e Pl dr
0
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we have

I(p) =2 / e -1 g,
0

It follows that

L(p)'(q) =4 /o e ¥l dx / eyl dy

0
= 4/m /00 e~ ()’ xP7 124 dx dy
0o Jo

and switching from Cartesian to polar coordinates gives

0 /2 )
= 4/ / e PP cos?P 7 9r2P sin?d7 ! r dr d6
o Jo

o0 /2
= 4/ e pApra)-l dr/ cos??~1 gsin%4~! do
0 0

=I'(p+q)B(p,q). o

( Here’s a summary of useful beta function formulas:

L(p)T(q)
L(p+q)

(p)zB(p+1,q+l)
q

B(p,q) =

1
B(p,q)z/o P11 -9 dr.

/2
B(p.q) = 2/ cos?? 71 gsin?4~1 9 do
0

dx.

1
Example. Compute /
0

1-x*

Take u = x*. Then u'/* = x and Ju3/*du = dx.

1 1
/ (1 —x4)_l/2dx=/ u_l/zé—llu_y“du:B(%,i) <
0 0



3.3. Beta function 77

s
Example. Compute / sin” x dx.
0

=2B(n+1 l)

2’2

el STy )
r(z+1) r(z+1)

Example. The volume V,(r) of an n-dimensional ball of radius r can be
n-1
defined recursively by V,,(r) = rV,_; /_ 11 (Vl - x2) dx. Let’s find the explicit

formula. Making the change of variables u = x? and du = 2x dx (so $u~'/? du =
dx) we have that

1 1
/ (1- x2)(n—l)/2 dx = 2/ (1- x2)(n—l)/2 dx
—1 0

1
=/ (1—u)(”_1)/2u_1/2dx
0

1n
=B|[=,=-1
So,
1n 1
Vn(r)_rB(Evz"'z Vn—l(r)
I'(%+3)I(3)
=r F(%+1) V-1 (r)

_ TG +IG) TEIG)
TG+ 12+l
_ W LETG) DTG TEIG)
rZ+1) [E+DH 1
RO
TR+
ﬂn/Z

= —r
T(Z+1)

: Vn—2(r)

- Vo(r)
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This formula gives the volumes for n = 1, n = 2, and n = 3 that we already
know, but we can also use it to consider the volumes of fractional dimensional
spheres. <

3.4 Riemann zeta function

-1

One way we to generalize the harmonic series 3.7 | k=" is with a hyperharmonic
or p-series Y., k™7 where p is a real number. The partial sums of the p-series
are generalized harmonic numbers H, , = Y;_, k™. When p > 1, the p-
series converges. We evaluated the p-series for even integers p in the example
on page 38. Specifically, we solved the Basel problem (p = 2) using contour
integrals to get He » = 72/6.

The Riemann zeta function is the further generalization of the p-series to
complex values:

0o

1
f(S)ZZ; for Res > 1.

n=1

When s is complex with real part strictly greater than one, we can define the
Riemann zeta function using the equivalent integral representation

1 o tsfl
g(S) = m‘/o o1 dr, Res > 1. (3.8)

To see this equivalency
0 ts—] &) [S_l
/ —dr = / e’ dr
o € -1 0 1—e?
e’ 157! (e™)"| dr
el

00

/ ts—l Z e—nt dr
0

n=1

0 )
Z/ tx—l e—nt dr
0

n=1




3.4. Riemann zeta function

Making the substitution t — t/n and df — dt/n:

= Z ns / B e dr = (2)T(2).
n=1 0

So,

ts 1
€=t /

To find an expression for (s) when Re(s) < 1
we can use analytic continuation. We’ll do this
using a Hankel contour: a contour y that runs from

79

infinity just above the positive real axis, circles
around the origin, and then back to infinity below
the positive real axis.

As before take Re s > 1 as before, and define

N

Y NN
<

Note that when Res > 1, the contribution from C. vanishes when & — 0 by
applying the M L-estimate. So, we can consider the integral in the limitase — 0
and R — co. Note that (—z)*~! = e®~Dlogz=17) hag a branch cut running from
Across a
branch cut, the logarithm jumps by i27. Along the upper portion of the contour
log(—z) = log r — i and along the lower portion of the contour log z = log r +in

the origin to infinity, which we’ll take along the positive real axis.

where r = |z]|. So

0 e(s—l)(logr—in) 00 e(x—l)(logr+i7r)
= Y ar+ | ———d
9(s) L e -1 : /0 e" -1 ]

e—in(s—l) /00 e(sfl)logr 4 ein(s—]) /00 e(sfl)logr
— - dr -
0 e -1 0 e’ —1

_ (_ (ins-1) +ei7r(s—1)) /oo els=Dlogr .
0 e’ -1
—ins ins OO e(s—l)logr
= (e —em) [
0 e’ —1
oo _s—1
—=2i sin(ﬂs)/ 4
o €

= =2isin(ns)['(s)(s) = =2in

{(2)
I'(l-2z)

dr
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And we have that

-1 / (—Z s—1
dz.
2isin(7rs)I'(s) ez —1
Finally, by using Euler’s reflection formula, we have that

—5 sl
ir(l - )¢( )_1F(1 )/( 2)

2w e? —

{(s) = ¢(s) =

2i s1n(7rs)F(s)

{(s) = (3.9)

By analytic continuation this expression defines the Riemann zeta function for
all complex numbers.

Example. Compute {(-n) forn =0,1,2,3,....

We’ll use (3.9) to compute {(—n). From the example on page 30, the Laurent
series

(_Z)_(n+l) _ n+l1 N Bm m—(n+1)
e =T
m=

where the Bernoulli numbers {By, By, B,...} = {1,—%, %,O,—%,O, %,O ..
For negative integers n

(=" -2 | nel Bns
/ dz—2n1Res[e — ] 27i(—1) 1( O

O8]

So,
B,
L=n) = (=)™ 2L for n=0,1,2,3,...
n+1

That is,
{2(0),2(=1),2(-2),... } = {-3. 5.0, 135: 0. =555, 0, 35,0, . . } . <

If £(s) is the analytic continuation of the Dirichlet series then does

__1
l+1+1414--=-53

_ 1
1424344+ =1

How peculiar.*

*There appears to be some mathematical slight of hand. How can a clearly divergent sequence
of partial sums actually have a finite or defined limit? It can’t. We computed zeta function
200) = -3 1 and Z(-1) = 112 And, the zeta function is indeed the analytic continuation of the
Dirichlet serles Y= 1%, But, the Dirichlet series is only defined for Res > 1. This means
that series representation of the zeta function isn’t quite valid for s = 0 or s = —1. Your faith in

mathematics can be restored.
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Mathematical detour. From the example on the preceding page, we know
that the Riemann zeta function has zeros at negative even integers. Where are
the other zeros of the Riemann zeta function? They are conjectured to all lie
along the line z = % + iy. At least this is the million dollar question—quite
literally. The Riemann Hypothesis, that the real part of all non-trivial zeros
of the Riemann zeta function is %, is one of Clay Institute’s Millennium Prize
Problems, and proving it will land you a cool million dollars. This problem has
remained unsolved since Bernhard Riemann first proposed it in 1859, and many
of the world’s top mathematicians have taken their crack at it. Part of the reason
why this problem is important is that the Riemann zeta function links two areas
of mathematics together: complex analysis and number theory together.

The Riemann zeta function plays an important role in the Prime Number
Theorem (PNT) which describes the distribution of prime numbers as 7(N) ~
N/log N, where the prime counting function 7(N) is the number of prime
numbers less than the integer N. Digging deeper into the PNT would take us on
too far of a detour, but we can take a shorter detour to examine another of the
ways the Riemann zeta function touches on prime numbers.

Take the following question. If we choose n integers at random, what is the
probability that all of these integers have a common factor? For example, the
four integers 1625, 4030, 6032, and 923 are all divisible by 13. If p is a prime,
then the probability any randomly chosen integer is divisible by p is 1/p. The
probability that all n» random numbers are divisible by p is p™. Alternatively,
the probability that any one of these n integers is not divisible by p is 1 — p™.
So, the probability that there is no factor that divides all n integers is the product

of all primes
[Ta-»m

p prime

This product, called an Euler product, is simply the reciprocal of the zeta
function 1/¢(n). To see this we expand the Dirichlet series

() =1+27"+37"+47" -, (3.10)

First, by multiplying by 27" and subtracting this new expression from the original
one (3.10) removes terms that have a factor 27":

(1=2"¢(m) =143 +5"+T 4. . (3.11)

Next, by multiplying (3.11) by 37" and subtracting this expression from (3.11)
removes terms that have a factor 37":

(1=3"1=-2"s)=1+5"+7 "+ 117"+ 13" +--- . (3.12)
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By continuing this way, we successively remove terms that have remaining prime
factors 57", 77", 117", ... leaving 1 on the right hand side:

(=7 (A =537 (1 =27 4(0n) = 1.

Therefore,

=[] 7=

p prime

Using the values of £(2) and {(4) in the example on page 38, we find that there
is roughly a 40% chance that any two numbers chosen at random have a factor
in common. For four numbers, the likelihood of a common factor drops to 8%. «

Mathematical detour. George Zipf was a linguist who noticed that a few
words, like “the,” “is,” “of,” and “and,” are used quite frequently while most
words, like “anhydride,” “embryogenesis,” and “jackscrew,” are rarely used at
all. By examining word frequency rankings across several corpa, Zipf made a
statistical observation, now called Zipf’s law. The empirical law states that in
any natural language corpus the frequency of any word is inversely proportional
to its rank in a frequency table. That is, the most common word is twice as likely
to appear as the second most common word, three times as common to appear
as the third most common word, and z times as likely as the nth most common
word. In other words, Zipf’s law describes a harmonic distribution. Succinctly,
fi = k! /H,, where H,, is the nth harmonic number. With roughly n = 170,000
unique words English language, H, ~ logn +y = 12.62. By Zipf’s law we
should expect the top ranking word “the” to appear once in roughly every thirteen
words. The Corpus of Contemporary American English (COCA) includes 22
million “the”s out of 450 million words, roughly one in every twenty words.
Zipf’s law isn’t too far off, but it gets better. The word “word” ranks 245, so by
Zipf’s law we should expect “word” once out of every 3087 words. In COCA, it
is one out of every 2940 words. The word “forever” ranks 2099, and by Zipf’s
law it should appear once out of every 26 thousand words. This frequency
matches COCA to within 0.5 percent.

By summing over the top k-ranking words, we have the cumulative distribu-
tion function Hy /H,,. With a thousand words (H; = 7.48) we can account for
roughly 60 percent (Hy/H, = 0.59) of all words used. The xkcd book Thing
Explainer takes up a self-imposed challenge of using only the thousand most
common words to describe complicated things, calling for example organs “bags
of stuff inside you,” the heart the “blood pusher,” and saliva “mouth water.”

The zeta distribution, which generalizes Zipf’s law to a power series with
Jie = k7°/L(s) or fix = k™°/H,., can provide a more accurate empirical law.
Let’s look at the canon of Sherlock Holmes by Sir Arthur Conan Doyle. Of the
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662,817 words that appear in the cannon 18,951 are unique. The word “the”
appears 36,125 times. “Holmes” appears 3051 times, “Watson” 1038 times,
and “Moriarty”’ appears 54 times. And there are 6610 words like “binomial,”
“dunderheads,” “monstrosities,” “sunburnt,” “vandetta” that appear only once.
Fitting the distribution, we can find that power s = 1.1.

99 <

: » : the
10,000 |-~ he, was

\ his, is
+— here, two, room, . . .
+—— after, yes, such,. ..
+—— dangerous, start, windows,. . .
+—— bizarre, flower, twighlight, . ..
+—— afternoon, finger, stranger, . . .
«—— feminine, madman, sund1a1
1k word rank =—— binomial, dunderheads, monstrosities, o
1 100 10,000

100

word count

Zipf’s law applies to more than just words. We can use it to model the size
of cities, magnitude of earthquakes, and even distances between galaxies. The
log-log plot below shows the population of US cities against their associated
ranks. The power s = 1.16.

‘ - New York, New York

M \ u Philadelphia, Pennsylvania
| = Cleveland, Ohio
100K '% +——— Bakersfield, California
10K 7% +—— Springfield, Ilhnms.

a +——— Roswell, New Mexico
K| +——— Cleveland, Mississippi

| | city rank | —— Chattahoochee, Florida

1 10 100 1000

By extending the simple discrete ranking k into a continuous variable x, the
zeta distribution f; = k= /{(s) becomes a Pareto distribution f(x) = ax~(@*+D
for a scaled x € [1,00) and the Pareto index @ = s — 1. Note that the Pareto
cumulative distribution function F(x) = flx f@O)dr=1-x7.

Because the zeta distribution and Pareto distribution measure magnitude
against ranking, they often appear in context of the Lorenz curve. The Lorenz
curve is a graphical representation of disparity created by plotting the cumulative

TProfessor James Moriarty—criminal mastermind and archenemy of Sherlock Holmes—was a
brilliant mathematician who at age of twenty-one wrote a treatise on the binomial theorem winning
him the mathematical chair at a small university. His book on asteroid dynamics is described as one
“which ascends to such rarefied heights of pure mathematics that it is said that there was no man in
the scientific press capable of criticizing it.”
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percentage of an event—such as word count, city size, or income—against
cumulative percentage of counted items—number of unique words, number of
unique cities, or number of people in a population. In the Lorenz curve, the
events are ordered in non-decreasing order. For a discrete distribution (Fg, Lg) =
(k/n, Sk /S,) where S;. = Z;‘zl fi. For the zeta distribution Ly = Hy /H,, . For
a continuous distribution, the Lorenz curve (F,L(F)) = (F,S(F)/S(1)) with
S(F) = /OF F~1(¢)dt, where F~!(t) is the inverse cummulative distribution and
F € [0,1]. The curve L = F is called the line of equility. Along this curve
events are equally dispersed.

Take the Pareto cumulative distribution F(x) = 1 — x~®. By inverting this
relationship, we have that x(F) = (1 — F)~'/®. Then, the Lorenz curve for the
Pareto distribution is

L(F)=S(F)/S(1)=1—-(1-F)'"Ve, (3.13)

Gini coefficient G = %
Pareto (o = 2)

Pareto (@ = 1.5)

0.8 |
Pareto (@ ~ 1.16)
(L, F) = (80%,20%)

<
&
0.4 &\Q %
0.2
US city populations

0 /47 unique words in Sherlock Holmes

0 02 04 06 08 1

The Gini coefficient G—twice the area between the Lorenz curve and line of
equality—is a measures of the degree of inequality. The coefficient G = 0
for perfect equality when the Lorenz curve agrees completely with the line
of equality, and the coefficient G = 1 for perfect inequality. For the Pareto
distribution, G = 2a - 1)7!

There is a maxim of management called the Pareto principle or the 80/20
rule, that says roughly 80 percent of effects are the result of 20 percent of causes.
For example, 80 percent of the worlds’ wealth is owned by the richest 20 percent
of the world’s people. Or 80 percent of software failures are caused by 20 percent
of the bugs. We can also look to the Lorenz curve and the Pareto distribution
to find the 80/20 rule at the point (F, L) = (0.8,0.2). To find the specifc Pareto
distribution that passes through this point, we first solve for @ in (3.13) to get

_{y- log(1 - L) -
- log(1 — F)
For L = 0.8 and F = 0.2, we find that @ ~ 1.16.The Gini coeflicient G ~ 0.76. <



CHAPTER 4

Method of Frobenius

We started this book with a guitar string and a drumhead. We had used separation
of variables to isolate the components to get linear second-order homogeneous
ordinary differential equations. For the guitar string we derived the harmonic
oscillator equation

d?y

ﬁ+k2y=0,
X

and for the drum we derived Bessel’s equation

¢y dy
2 2.2 2\,, —
XQ-%XE-%(]CX —m)y—O.

In this chapter, we develop a general method to solve linear second-order homo-
geneous ordinary differential equations

dy dy
@ + P(.X)a + Q(x)y =0.

Second-order means that the we have a second derivative of y in the equation.
Linear means that P and Q are functions only of x and not of y. Homogeneous
means that the right-hand side of the equation is zero. Such equations arise
frequently as a result of separation of variables of partial differential equations.
Just as we could express analytic and meromorphic functions using Taylor
and Laurent series representation, we can express solutions to linear ordinary
differential equations using series representations. The method of using series
representation to solve differential equations is called the Method of Frobenius.
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4.1 The guitar string and the drum head

Guitar string: harmonic oscillator

Let’s solve the harmonic oscillator equation

&y .
— +y=0, with y(0)=0, y(x) =0. 4.1
dx?

where we have rescaled kx — x. If the solution is analytic, then it has a Taylor
series representation

y(x) = i anx"
n=0

for some values ag,ay,.... We simply need to find these coefficients. We can
do this by substituting the Taylor series into the harmonic oscillator equation

dd_xzz (ni;o anx") + (ni;o anx") =0.

Applying the second derivative to the first series gives us

(i n(n — l)anx"_z) + (i anx") =0.

n=2 n=0

Notice that the first sum starts at n = 2 because the constant term ag and linear
term a;x are annihilated by the second derivative. Because we have an infinite
series, we can shift the indices on this series to start at n = 0. This will help us
line up both series so that we can combine them. To do this we replace n with

n+2
(Z(n +2)(n+ 1>an+2x") v (Z x) -0

n=0 n=0

The upper bound of the sum is co and isn’t changed when shifting by +2. Now,
we can combine the two series by matching equal powers of x

)

Dl +2)(n+ Danea +an] 2" = 0.
n=0

This equation must be true for all values of x in our domain. The only way for
it to be true is if the coefficients are identically zero:

(n+2)(n+ Dapsr +a, =0.
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From this it follows that

1

e = T D+ )™

Note that the recurrence equation skips every other term. So, starting with ag
we can find a, ay, . . ., and starting with a; we can find a3, as, . . .. To complete
the problem we will need to express all the coefficients in terms of either a( or
a;. We have that

1
02=—§ao
1 R
I Il W T
(—)(2),
Similarly,
1
a3 = ———a
3 321
S U S SN SR N
775, 42_5-4 327 T 5™

n D' ——
A2n+1 ( ) (2n+ 1),

So, the general solution to the harmonic oscillator equation (4.1) is

- 1 = 1
— 1" 2n + -1\ 2n+1 )
y(x) = ag Z()( V' ZO< V' G
Hopefully, you recognize these two Taylor series as cos x and sin x.
y(x) = ap cos x + ay sin x.

Finally, from the boundary conditions, y(0) = 0 and y(7r) = 0, we note that
ap = 0. So, the solution is of the form y(x) = a; sin x.

Drum: Bessel’s equation

Let’s find the solution to Bessel’s equation

d? d
xzd_x)?] + xﬁ + (x> —m?)y=0. 4.2)
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For the drum m needs to be an integer to satisfy the periodic boundary conditions
for the angular component, but we can also solve the Bessel equation for arbitrary
m. In general, we can’t assume that the solution has a Taylor series representation
because it may have a singularity at x = 0. Instead, we will look for a solution
that may include a singularity

o) o

y(x) = x" Z agx* = Z agx**r 4.3)

k=0 k=0

for some value r with @y # 0. Substituting this series into Bessel’s equation (4.2)
gives us

xzﬁ(z akxk+r) +xa(z agx* ) +(x - m? (Z apx* ):
0

k=0 k=0

Applying the derivatives across the first two series

x? (Z ar(k+ryk +r - l)xk”_z)

k=0

+x (i arp(k + r)xk”l) (x* —m?) (i agx® ) =0.

k=0 k=0

Because we don’t know the value of r, we don’t know whether or not any of the
terms are annihilated by taking derivatives. For now, to be safe we’ve kept all
the sums starting at k = 0, and we’ll sort the problem out later. Distributing x?,
x, and (x* — m?) gives us

(Z ap(k +r)k +r - l)xk”) + (Z ar(k + r)xk+r)
k=0 k=0
+ (Z akxk+r+2) _ (Z akm2xk+r) - 0.
k=0 k=0

We'll replace the index & — k + 2 in the third series, so that we can directly
combine the series:

(Z ap(k +r)k +r— l)xk”) + (Z ar(k + r)xk+r)

k=0 k=0

+ (i ak_zxk”) - (i akmzxk”) =0.

k=0 k=0
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Keeping in mind that a_, = 0, a_; = 0, and a¢ # 0, we can combine the terms
i (ak(k +r)k+r—=1)+a(k+r)+ago— akmz) K+ =0,
k=0
or equivalently
i (G 4Kk + 7= 1)+ K+ 1) = mPlag + a2) #47 =0,
k=0
For the equation to hold for all possible x, we must have that
[(k +r)(k +7 = 1)+ (k +7) = m*|ax + ax_> = 0,
which we can simplify to
[(k +r)* = m?)ag + ax_> = 0.

We start at k = 0:
[r2 - mz]ao =0.

Because ag # 0 it follows that

rr—m? =0.
We call this the indicial equation, and we will use this equation to determine r.
So, r = £m. For now let’s take r = +m with m > 0 so that we don’t have any

singularities in our solution. It now follows that

[(k + m)2 - mz]ak + ag—p = k(k +2m)ay + ap— = 0.

Equivalently,
k(k +2m)ay = —ax_s. (4.4)
For k = 1, because a_; = 0, we have that
(1+2m)a; =0 4.5
Eitherm = —% ora; = 0. For right now we are considering m to be non-negative.

(We will come back to the m = —% case later.) So, a; = 0. From (4.4) we have

that
-1

= e+ 2m)
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From this it follows that

1 1
202 T a0+ m®

1
4= 357w =0

-1 1
BT dar T8 4 Crm-(lem ™
a5=0

1

ag = —

B3 (med)m+)m+ DO
In general, we see

1

2] = (_1)1

and adj+1 = 0.

Therefore, the solution (4.3) is given by

( ) m ( 1)k 2k
YR = dox Z4kk'(m+k)' '

By defining the Bessel function of the first kind as

=3 D 1)2'”’" 46)
" L+ k)! (2, (@.

then y(x) = ag J;u(x).

1

Jo T Jalx) J3(x)

-1 \ \ \ \
0 2 4 6 8 10

In general, for integer values —m the method of Frobenius does not provide
a solution for the Bessel equation because the recurrence

-1

= k= 2m) 2
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eventually blows up at k = 2m.

The method of Frobenius does not always get every solution. The method of
Frobenius gave us one solution to Bessel’s equation, but just like the harmonic
oscillator equation we should expect two linearly independent solutions.

To solve po(x)y” + p1(x)y” + pa(x)y = O:
1. Substitute y(x) = ¥, apxk+r
Shift the index k so all powers of x are the same.

Combine the matching coeflicients together.

Solve the indicial equation (k = 0) to determine r.

DA R

Develop a recusion formula starting with ag.

Example. Airy’s equation
y'=xy=0

arises in the solution to Schrodinger’s equation for a particle in a constant force
field (linear potential) and in modelling the diffraction of light. Looking at the
equation we can already guess the behavior of the solution. When x < 0 Airy’s
equation looks like y”” + A%y = 0, which has oscillating solutions of sin Ax and
cos Ax, and when x > 0 Airy’s equation looks like y” — A%y = 0, which has
exponential solutions of e*** and e™**. Let’s find the series solution to Airy’s
equation. Take

Yx) = ) @
k=0
Then
y(x) = Z ar(k +r)(k +r—1)xk+=2
k=0

and y”” — xy = 0 becomes

Z ar(k +r)(k +r - 1)xk+7=2 - Z agx* = 0.

k=0 k=0
We have that

Z ar(k + r)(k +r = 1)xk7=2 Z A3 xKr =0

k=0 k=0
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from which it follows that

}:wgk+ﬂw+r—ﬂ—akﬁx“F2=Q
k=0

For this equation to be true for all x, we must have that
apk+r)k+r—-1)—ax3=0.
When k = 0, we have the indicial equation
rr=1)=0
and r = 0 or r = 1—it doesn’t matter. We have that

k(k - l)ak —ai-3 = 0

or
1
3 = T 3k +2) ™
from which
1
as = 3. 200
1 3 1
=555 6.5.3.2%
1
ag

086532
1
(Bk)Bk - D][Bk —3)3k—4)]---[6-5][3-2] 0

a3k=[

Note that we can write as as

_(3k-2)-(3k-5)-1
B (3k)!

asy ap.

We can can simplify the expression by introducing the notation n!¢) as an
extension to the factorial n!. We define the multifactorial recursively as n!V) =
n-(m—- )Y and n!Y) = 1if —j < n < 0 for a positive integer j. Common
multifactorials include the double factorial n!! = n!® and triple factorial n!!! =
n!®. Using multifactorial notation

_ (Bk-2)!

asg = (Sk)! a.
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Similarly,
1
ag = . 3611
o 1
=7 6% T 7 6.4.3"
81!
ap = I_O!al
_ GBk-nm
Bl = TGy @
and
azks2 = 0.
So, we have
Bk-2! o Bk =D 4
() “(’Z GL)! “"kzzo Gk+11 ~ <

Mathematical detour.  Airy’s equation y” — xy = 0 can also be solved us-
ing Fourier transforms. The Fourier transform and inverse Fourier transform
mapping a function y(x) to a function $(¢) can be defined

o)

() = F{y(x)}(?) = [ y(x) eI dy

y(x) = F_l{y([)}(x) = % / y([) eitx dr.

—00

The Fourier transform of a derivative of a function can be computed using
integration by parts

F{y’} = [‘” y'(x)e " dx =it /oo y(x)e ™ dx = it F{y}

0 -0

Repeating this one more step, we also have F{y”} = —t>F{y}. Similarly,
F{xy} = —-i(F{y})’. Then

F{y" = xy} = F{y"} = F{xy} = 1’9 +iy".
The differential equation §” — ir>$ = 0 is separable

=ir?

<=
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with the solution
)A) — Ceit3/3

for a constant of integration c. Taking the inverse Fourier transform

1 < .
y(x) = F{j\)} = Cﬂ/ e]t3/3 ellx dr

oL ® (B /341x) g
27 J_oo

1 (o)
=c— / cos(£3/3 + tx) dt.
T Jo

We call

1 [ r?
Ai(x) = — cos | — + xt| dt
T Jo 3

the Airy function of the first kind. The Airy function of the second kind

) 1 [~ = (P
B1(x)=; A exp —§+xt + sin §+xt dr.

_1 \ \ \ \ \ \

-1

From the example on on page 71 we also see that Ai(0) = (3*°T(2/3)) <

4.2 When will the method of Frobenius work?

Consider the differential equation y”’(x)+P(x)y’(x)+Q(x)y(x) = 0 with solution
y(x). We say that xq is an ordinary point if y(x) is analytic at xo. We say that
Xo is a regular singular point if limy_,y (x — x0)”|y(x)| = O for some positive
number p. That is, y(x) has a pole of order at most p at xy. Otherwise, if y(x)
has an essential singularity at xo, we say that xg is a essential singular point.

1. Ifboth P(x)and Q(x) are analytic in the neighborhood of xj (that is, if P(x)
and Q(x) remain finite at xg), then x is an ordinary point. The differential
equation has two distinct series solutions. The radius of convergence of

the solution is at least as large as the minimum of the radii of convergence
of P(x) and Q(x).
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2. (Fuchs’ theorem) If P(x) has at most a simple pole and Q(x) has at most
a double pole at xg, then xg is a regular singular point. That is, if either
P(x) or Q(x) is singular at xg, but (x —x)P(x) and (x — x9)*Q(x) are finite
at xo, then x is a regular singular point. The differential equation has at
least one distinct series solutions

y= Z ax(x = x0)<*.
=0

Namely, if the two roots of the indicial equation differ by a noninteger
number, we have two independent solutions. If the two roots of differ by
an integer, the larger of the two roots will yield a solution.

3. Otherwise, x¢ is an essential singular point. The differential equation
may not have any series solutions.

Example. Let’s look at possible series solutions at x = 0 of a few equations.

e y” — xy = 0. This is Airy’s equation again. First, note that the point
x = 0 is a regular point, because P(x) = 0 and Q(x) = x are both analytic
functions at x = 0. Therefore, the solution will be a combination of Taylor
series representations.

144

« x*y” +2x3y" +y = 0. The function P(x) = 2/x> has a pole of order 3 at
x = 0and Q(x) = 1/x* has a third order pole of order 4 at x = 0. So, the
solution y(x) has an essential singularity at the origin. We cannot expect
a series solution at x = 0. The solution is in fact

y(x) = ¢ cos (l) + ¢ sin (1) .
X X

e x2y”” — 6y = 0. In this case, we have P(x) = 1 and Q(x) = —6/x>. The
function P(x) is analytic at every point and Q(x) is analytic everywhere
but at x = 0. At this point, Q(x) has a second-order pole. Because
x%Q(x) is finite at x = 0, this point is a regular singular point. By Fuch’s
theorem, we will get at least one solution using the method of Frobenius.
To determine how many solutions, we will look at the indicial equation.

Substituting y = ¥,2° axx**" into x?y” — 6y = 0 gives us

x? Z(k + 1)k +r — Dagx*2 - 62 ax* =0
k=0 k=0

which we can rewrite as

Z(k + 1)k +r — Dagx*" - 62 ax* = 0.
k=0 k=0



96

Chapter 4. Method of Frobenius

We combine the two sums to get

((k+r)(k+r—1)=6)agx*" =0

Ms

~
1l

0

This equation must hold for all x in our domain, so it follows that
(k+r)k+r—1)—6)ax =0 4.7
for all & > 0. Since ag # 0, we have the indicial equation (k = 0)
rNr-1)-6=0

which has solutions » = 3 and » = —2. Note that (4.7) is not a recurrence.
That means, given ap we can’t use it to get a; or a; and so on. But we do
have two solutions from the indicial equation, y = x*> and y = x~2. The
solution to the differential equation is

1
y(x) = c1x + —i
X

e X3y —6y = 0. Now we have Q(x) = —6/x> which has a third-order pole
at x = 0. We should not have expect any solutions. The indicial equation
is found by first substituting y = Y5, axx**" into x*y”" — 6y = 0 to get

Z(k + )k + 7 — Dagxk+1 - 62 ax* =0
k=0 k=0

The indicial equation is —6ay = O but since ay # 0, it follows that there
are no series solutions.

o x%2y"” + xy’ + (x> — m?)y = 0. Bessel’s equation can be written as

1 2
y”+—y'+(1—m—2)y=0.
X X
We see that P(x) has a simple pole at x = 0 and Q(x) has a double pole at

x = 0. Therefore by Fuchs’s theorem, we should only expect one series
solution. <

The method of Frobenius gives us two analytic solutions centered
at xo to y”’ + P(x)y’ + Q(x)y = 0 if P(x) and Q(x) are analytic at
xg, and it gives at least one solution if P(x) has at most a simple
pole and Q(x) has at most a double pole. Otherwise, the method of
Frobenius doesn’t work.
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4.3 Second solutions

We found only one solution to Bessel’s equation. But because Bessel’s equation

is second order we should have two independent solutions, just as y”" —y = 0

has a solution ag cos x and a solution a; sin x. Let’s find the second solution.
We can find a second solution of a general differential equation

¥"(x) + P(x)y'(x) + Q(x)y(x) = 0
Suppose y(x) and v(x) are independent solutions:

® y'+ Py +Qy=0,
©) v+ PV +Qv=0

Takingv-@ -y - @:

Wy =)+ P-(vy' =) =0
Notice that (vy’ — yv’)’ = (vy”’ — yv”’). Hence

Wy =) +P-(vy =) =0

Multiply both sides by the integrating factor exp( fa * P(r) dr) for some constant
a:

exp (fax P(t) dt) vy = yv') +exp (/: P(t) dt) P(x)(vy ' —yv')=0

We can simplify this expression as

d X , Nl _
P [exp (fa P(t) dt) vy —yv )] =0.
Hence,
X ’ ’
exp (fa P(¢) dt) (vy'=yw)]=B
for some constant B. Therefore, we have

(vy' — yv’) BeXp( f P(t) dt)
v2 v2

The expression on the left can be rewritten as

d (X) _ Bexp(—/axP(t)dt).

dx v2
Integrating this equation gives us the second solution
exp(— [ P(1) a)
y(x) = Bv(x)/ 3 X. (4.8)
v2(x)

where v(x) is the first solution.
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Example. We already know that the two independent solutions to the harmonic
oscillator equation y”” + y = 0 are cos x and sin x. But, let’s use (4.8) to show
that sin x is the second solution to cos x. In this case, P(x) = 0 and v(x) = cos x.

Then,
X
y(x) = Bcosx/
0

3 ds = Bcosxtanx = Bsinx. <
cos? s

Example. Now let’s find the second solution to Bessel’s equation
22y +xy + (¥ —m?)y = 0.

P(x) = 1/x and v(x) = J,;,(x). Then, exp(flx t~'dr) = 5" and

3(x) = BIn(x) /O L g

x5, (s)

is the Bessel function of the second kind and is denoted it by Y,,,(x).

1 ‘ | |
Yo v, (x) Yo(x) Yi(x)

1 \ \ \ \
0 2 4 6 8 10

Now there is a singularity at zero. <



CHAPTER 5

Sturm-Liouville Theory

In the last chapter we used the method of Frobenius to find series solutions to
linear homogeneous second-order differential equations. Now, we’ll dig into
the theory of these types of equations to better understand their solutions. This
short chapter looks the class of second-order linear differential equations

o [P0 = attn) = <t

x dx

called Sturm-Liouville equations, which frequently arise from separation of
variables for a number of common partial differential equations. We start with
a review of function spaces and then apply those concepts to Sturm—Liouville
equations.

5.1 Review of linear algebra

Vector spaces

A vector space is a collection of objects (called vectors) that is closed under
addition and scalar multiplication. Choose any vectors from the collection, then
any linear combination of those vectors must also be in the collection. There are
many of objects that can be vectors, but we will primarily be interested functions
as vectors. So, if u(x) and v(x) are both vectors in a given vector space, then
au(x) + bv(x) is also in that vector space for any scalars ¢ and b. One simple
example of a vector space is the space of quadratic functions ag + a;x + ax?.
Take any quadratic function and scale it or add it to another one, and you get
another quadratic function. Another vector space is the set of smooth functions
over the domain [0, 1] that vanish at end points. Any linear combinations of
these functions are still smooth functions that vanish at the end points of [0, 1].

A basis for vector space is a smallest collection of vectors that can be
used to build all other vectors in the vector space. For the space of quadratic

99
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polynomials, the set {1, x, x>} is a basis. We can build any quadratic polynomial
using a unique combination of these basis functions. For example,

1+2x+3x2=1-1+2-x+3 x%

The set {1,2x — 1,6x> — 6x + 1} is another basis for the space of quadratic poly-
nomials. We can similarly use this basis to build the same quadratic polynomial:

1+2x+3x*=3-1+3-@2x- 1)+ 3 (63> —6x+1).

There are, in fact, infinitely many collections of basis functions for quaddratics.
The number of vectors that make up a basis is called the dimension of the vector
space. The space of quadratic polynomials has a dimension of three. Some
vector spaces don’t have a finite basis. A Schauder basis is a basis for an infinite-
dimensional vector space. For example, the set {sin 7x,sin 27x,sin37x,. .. } is
a basis for the infinite-dimensional vector space of smooth functions on [0, 1]
that vanish at endpoints. We can represent a function in this vector space as

o)

f(x) = Z ay sinnmwx

n=1

for appropriate coefficients a,,.

Inner product spaces

A inner product, denoted by (-, -), is any mapping from a vector space to a com-
plex number with the properties linearity, Hermiticity (conjugate symmetry),
and positive-definiteness:

1. (au + bv,w) =a(u,w)+ b(v,w)
2. (u,v) = (v,u)"
3. (u,u) > 0and (u,u) = 0 if and only if u = 0

where u, v, and w are vectors in the vector space and a and b are scalar vales.
From conjugate symmetry and linearity, it also follows that (u,av) = a* (u,v).
A common inner product is the L2-inner product

b
(u,v)z/ u(x)v(x)* dx

where v* is the complex conjugate of v and a and b are boundary points, possibly
at +c0. Asa generalization of the L?-inner product, we can also define a weighted
inner product

b
(w,v),, = / u(x)v(x) w(x)dx
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for some weighting function w(x). A vector space on which an inner product
has been defined is called an inner product space.

A norm of a vector u is any real-valued function || - || with the properties
of positive definiteness, absolutely homogeneity, and subadditivity (the triangle
inequality):

1. ||u|| = 0 and ||u|| = O if and only if u(x) = 0,
2. |laul| = |al||u|| for any scalar a,
3o w4 vl < flull + [IvIl-
If a vector space is an inner product space, we can define a natural norm

associated with the inner product ||u| = +/(u,u). Similarly, we can define a
weighted norm ||u||,, = +/(u,u),,. We normalize a function u by dividing it by
its norm.

Two functions u and v are orthogonal if their inner product is zero: (u,v) = 0.
When selecting a basis for a vector space out of the infinite possibilities, it is
often beneficial to choose an orthonormal basis. That is, a basis {u,us,...,u,}
with elements that are all mutually orthogonal and have unit norm

(ui,uj) = 6
where the Kronecker delta 6;; = 1 and 6;; = 0 if i # j. A huge benefit of
orthonormal bases is that they allow functions to be represented as an orthogonal

decomposition: f(x) = X7, a;u;(x) where {u,uy,...,u,} is an orthonormal
basis. To get a coefficients a; we simply apply the inner product

n n n
(f(x),uj) = (Z aiui,uj) = Zai (ui,uj) = Zaiéij = aj.
i=1 i=1 i=1
So, aj = (f(x),u;).
Example.  Show that the functions sin mmx and sin nmx for integers m and n

are orthogonal in the L2-inner product over the interval [0, 1]. First, note that
that we have the identity

sinmx sinnx = Im (e""x sin nx)
inx —inx
=Im |e"* £ e

2i

ei(m+n)x _ ei(m—n)x
=Im ( - )
2i

% Re (ei(m+n)x _ ei(m—n)x)

% (cos(m + n)x — cos(m — n)x) .
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Therefore, when m # n the integral

sin(m + n)rx B sin(m — n)mx !
2(m + n)m 2(m —n)rm

1
/ sinmaxsinnrx dx =
0

and when m = n the integral

! .2 sin2mmx  x
sin“maxdx = ——— — —
0 4mm 2

So, (sinmnx,sinnmx) = %6,”,,. <

Example. We saw that initial conditions f(x) for the guitar string can be
represented by a sine series over [0, 1]:

[e9]

f(x) = Z a, sinnmx.

n=1

Because {uy,up,u3,. ..} = {sinzx,sin27x,sin37x,. ..} is an orthogonal basis
we can determine the coefficients a,, as

= AC! L;") / f(x)sinnxx.
llean
This is the sine transform of f(x). <

Linear operators

A linear operator L is an operator such that L(au(x)) = a L u(x) for any scalar
a and L(u(x) + v(x)) = Lu(x) + Lv(x). For example, the derivative operator

. ) 2 Co .
% is a linear operator. So, are (x? + 1);7 and the anti-derivative. Given two

linear operators L and L in an inner product space, we say that L is the ad]oint
of L if (u, Lv) = (Lu,v) for all vectors u and v. For example, take L = 7 and
the space of all smooth functions that vanish at 0 and 1.

(u,Lv):/ u—dx— /—vdx—( Lu,v).

The % is the adjoint of —% in this inner product space.
When (u,Lv) = (Lu,v) for all functions u and v, we say that the operator L

is self-adjoint or Hermitian. The operator is not self-adjoint but the operator

a2

3,2 1s self-adjoint in the space of smooth functlons that vanish at 0 and 1
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Eigenfunctions

The eigenvectors or eigenfunctions of an operator L are vectors or functions
that are scaled but otherwise unchanged when the operator L is applied to
them. The scalar multiplier is called the eigenvalue. The eigenvalue problem
L u(x) = Au(x) asks us to find the eigenvectors u(x) and eigenvalues A for a given
linear operator L. The generalized eigenvalue problem L u(x) = Aw(x)u(x) asks
to find a function u(x) and associated scalar A for a linear operator L and
weighting function w(x).

The prefix “eigen” gets a lot of attention: eigenvalue, eigenvec-
tor, eigenfunction, eigenbasis, eigenspace, etc. In German “eigen"
means “own” as in one’s own. In mathematics “eigen” means “char-
acteristic.”

Example. The derivative operator % has eigenfunctions of the form e with
eigenvalue 1. Differentiating e** is the same as multiplying it by A. The real-
valued functions cos mx and sin mx are eigenfunctions of d‘i—zz with eigenvalues
—m?. Sometimes operators may only have trivial zero eigenfunctions, such as

the derivative operator % over the space of quadratic polynomials. <

Theorem. The eigenvalues of a self-adjoint operator are real and the eigen-
functions are orthogonal.

Proof. Suppose that u;(x) and u;(x) are eigenfunctions of L with respective
eigenvalues A; and 4;. We’ll assume that the eigenvalues are nondegenerate,
that is, that 2; # A;. The theorem still holds for degenerate eigenvalues, but the
proof is more complicated. Because L is self-adjoint

(L u[,uj) = (ui,Luj)
from which it follows that

0= (Lusu;) — (us,Luy)
= (Aisi, uj) = (ui> Ajuj)
= (A = ;") (ui,uj)

For i = j, we have A; = A;*, and so the eigenvalues are real. Fori # j, we have
(us,u;) = 0, and so the eigenfunctions are orthogonal. a
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2
The harmonic oscillator equation & + (mm)?u = 0 can be written as Lu =

—(mm)?u with L = %. The operator L is self-adjoint in the L’-inner product
space over [0,1]. Using the above theorem, we know that its eigenfunctions
sin mmrx are mutually orthogonal. This theorem could have saved us quite a bit
of work in the exercise on page 101, where we showed the orthgonality of these
eigenfunctions.

5.2 Sturm-Liouville operators

Let’s determine the conditions under which a linear second-order differential op-
erator is self-adjoint, and hence when its eigenvectors are orthogonal. Consider
any linear second-order differential operator

d2
Lu =p0@u +p1au + pou

where u, pg, p1, and p, are functions of x in the L2-inner product space of
smooth functions that vanish at x = a and x = b. Take the inner product

b
(v,Lu) = / v(pou"' + pru’ + pou)dx
a

b
- / (vpol” + (vpu’ + (vpaJudx.
a

We'll firsts find the adjoint of L. After integrating by parts (twice on the first
term and once on the second term) we have

b b
~poyu+ o'+ o+ [ o) = Op'us Gpu. (5.0

Because functions in the inner product space are zero at x = a and x = b, the
boundary terms vanish, and we have simply

b
/ vpo)'u—wp)'u+ (vp)udx = (L v,u).
a
So, the adjoint is

L= L o) - Lo +
M—dx2 ou dx 1u pau.

The adjoint operator is self-adjoint when L = L*? We can check by direct
computation

pou” + pru’ + pou = (pou)” — (p1u)’ + pou
= pyu+2pyu’ + pou” — piu— pyu’ + pu.
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After canceling and rearranging terms, we are left with
pou—pou’ = pou’ + piu = 0.
This expression is true when p( = p;. In this case

d

Lu= P (p(x)g—;t) + g(x)u

where we’ve relabled p(x) = po(x) and g(x) = p2(x). This operator is called a
Sturm—Liouville operator. Note also that when p, = py, the boundary terms of
(5.1) simplify to

b
—
a

which vanishes when either

1. p(a) =p(b) =0;

2. u(a) = u(b) = v(a) = v(b) = 0;

3. w'(a) = u'(b) = v'(a) = v'(b) = 0 ; or

4. u(a) = u(b), u'(a) = u'(b), v(a) = v(b), and v'(a) = v'(b)

This says that the Sturm—Liouville operator is self-adjoint when either 1. the
function p(x) is zero on the boundaries, 2. the inner product space con-
sists of functions that vanish on the boundary (Dirichlet boundary conditions),
3. functions whose derivatives vanish on the boundary (Neumann boundary
conditions), or 4. functions whose values and derivatives are equal across the
boundary (periodic boundary conditions).

Had we instead used a weighted L?-inner product with weight w(x), the
boundary term would also have vanished when w(a) = 0 and w(b) = 0. So,
the Sturm-Liouville operator is also self-adjoint in inner product spaces with
weights that vanish at the boundary, such as w(x) = e over the domain
(=00, 00).

When L is a Sturm-Lioville operator, the generalized eigenvalue equation
Lu(x) = Aw(x)u(x) is called the Sturm-Liouville equation

= (P52 + gtou = -t

and the eigenfunctions u(x) are orthogonal.
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Example. Put the Legendre equation (1 — x?)y”" = 2xy’ + m(m + 1)y = 0 in
self-adjoint form. Note that —2x is the derivative of (1 — x?). So, we can rewrite
this equation as

d 2,dy _
a((l—x )a) =-m(m+ 1)y.

The eigenvalues are 1 = —m(m + 1) and the weight is w(x) = 1. <

Example. 'When we solved the circular drum equation by separation of vari-
ables, we got Bessel equation in the radial component. Suppose that the drum
has unit radius. The Bessel function J,,,(x) solves the equation

%y 4+ xy’ + (% —m?)y = 0.
Take x = as. Then

dy dyds _1dy @y 1ddy 1y

dx  dsdx ads an dx2  adxds a2ds?’

In this new basis, Bessel’s equation becomes
d? d

o2 s

ds? ds

which when put in Sturm-Liouville form is

d [ dy m? 9
O P Sy =arsy.

+(a?s? —m*)y =0,

For a fixed m, consider eigenfunctions J,,(;s). Orthogonality for the Sturm—
Liouville operator requires that J,,,(a;s) = 0 or J;, (a;s) = 0 at s = 1. We don’t
need to worry that the boundary at s = 0, because p(s) = s vanishes at s = 0.
Take J,,(a;) = 0. That is, choose «; to be zeroes of J,,,(x). Then J,,(a;s) are
mutually orthogonal:

1
/ Jm(@is)Ju(ejs)sds =0 when i#j. <
0

We can always put a second-order linear differential operator into Sturm—
Liouville form. Take
d’u du
— + — + =0
Po(x) 5 + P1x) 3=+ polx)
and divide by pg
Cu pix)du pax)
— + — 4+ u=
dx*  po(x)dx — po(x)
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Multiply by an integrating factor

o= [ 15

and combine the first two terms

pi(x) %) + W)

P2(X)M _
po(x) dx

po(x)

d
& (ow

Example. Consider the Hermite equation
v’ =2xy" + Ay =0.

We can put it into self-adjoint form by multiplying by

6[—);7 —2sds — e—xz

In this case, we have that

2
—X- )CZ

e X [y =2xy' + Ayl =

’
= (e_xz y’) +ae™ y.

v’ -2x e y + le ™ y

The Hermite equation

d { _odu’ ! Lo
—le™ — | =-Ae .
dx dx Y

is now in self-adjoint form. <

Mathematical detour. The Gram—Schmidt process allows us to create an
orthogonal set of basis functions using an arbitrary set of basis functions by
using the inner product to project out the non-orthogonal components. Suppose
that we have the functions {u,us,us, . . . } and we want the closest set of mutually
orthogonal basis functions {vy,v,vs,. .. }. Start by taking

Vi =Uujp.

(We can’t get any closer than this.) Now, define v, as the closest function to u;
that is orthogonal to v{. We can do this by projecting the v; component out of
uy.

N ( Vi uz) LI (vi,u2)
—uy— [y | =y — vy ,
vill”) vl [lvi]?
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Once we have v, we can get v3 by starting with u3 projecting out any components
in the v; and v, directions:
(vi,u3) (v2,u3)

V3 = Uz —Vvi -V .
[Ivill? [[vsll>

We continue in this manner to get the other basis functions.

The Legendre equation can be solved using the method of Frobenius to get the
Legendre polynomials.Another approach to generating Legendre polynomials is
to use the Gram—Schmidt process. Putting the Legendre equation into Sturm—
Liouville form (pu’)’ + qu = Awu we have

(1= x%)y") = —m(m + 1)y.

We note that that p(x) = (1 — x?), eigenvalues are given by —m(m + 1), and
the weight w(x) = 1. Since p(1) = p(-1) = 0, the Sturm-Liouville operator is
self-adjoint with respect to the inner product

1
(u,v):/ uv dx.
-1

The eigenfunctions of the Lengendre equation are orthogonal in this basis.
Let’s start with the basis of monomials {1, x, x2 %3, . } and extract the Legendre
polynomials from them. Starting with m = 0 we have that Po(x) = 1 is a solution
to the Legendre equation. Let’s find the solution for m = 1. The solution will
be the function that is closest to x and orthogonal to Py = 1.

(P, x) (1,x)
Pi(x)=x-Py(x)—F5 =x-1—+F =

I Po || 112

P,(x) will be the closest quadratic polynomial to x? that is orthogonal to Py(x)
and P (x)

(Po,x2) (Pl,x2)
Py(x) = x* = Py(x) -Py
| Po |12 | Py |I?

(L) (xx?)

=l
1112 [l x]1?
4/3 2

2 2
=x"-1—-0=x"- .
) 3
Getting high Legendre polynomials P3(x), P4(x), and higher using the Gram—
Schmidt process requires quite a bit of work. Recursion formulas, which we’ll
come to later, are much faster. <



CHAPTER 6

Bessel Functions

Bessel’s equation
X210 4x Y +(x2=m*)J, =0,

which we had earlier used to model the displacement of a circular drum head,
arises in separation of variables for Laplace equation and Helmholtz equation
in spherical or cylindrical coordinates. A such it is also important in solutions
involving electromagnetic waves, heat conduction, vibration, and Schrédinger’s
equation. In this chapter, we examine the Bessel function J,,(x) and different
expressions for the Bessel function in depth.

6.1 Generating function

We call g(x,1) a generating function of the functions P,,(x) if

gxt)= > Pu(x)r™.

m=—co

That is, g(x, t) is a generating function of P,,(x), if the coefficients of the Laurent
series of g(x,7) are the functions P,,(x) for integer values m. Many generating
functions can be derived from physical principles. The generating function for
the Bessel functions can be derived by expressing the plane wave solution to the
Helmholtz equation as a Bessel function expansion. Because such a derivation
(called the a Jacobi—Anger expression) would be a substantial detour for us,
we’ll simply state the generating function and confirm that it agrees with the
solution (4.6) we obtained using the method of Frobenius.
The generating function for the Bessel functions is given by

[oe]

g(x,1) = e2¥=17) = D I, 6.1)

m=—oo

109
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To see this

g(x,1) = e%x(t—t’l) — eMt/2 gx/2t

IR e

J=0

Il
M
~|T
lax R
- kl
—_—
e
N —
.
¥

-

Il
M
—
EN
)

Furthermore, note that
X ) —m+2k

o (-DF
Tom(x) = ;ﬁ K (=m + k) (5

Because the factorial of a negative number is infinite, we can start the sum at m:

= (=K -m+2k
1w = 2 i (3)

Shifting the indices k — k + m, we get

(=1)k+m m+2k
T-m(x) = Z (k + m)lk! (x)
=(—1)”’ Tin(x).

Also, note that m need not be integer valued. For general m we replace the
factorial with the corresponding gamma function

(=D 2k+m
Im() = Zk'r(m+k+1)() :

Example.  Generating functions allow us to quickly derive many useful ex-
pressions for special functions. In particular, if we take ¢ = e, we have

e%x(r—t' %x(em —e7i0) — lxsinéd

1
)=e (&
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This means that

(9]

Z J (.X) eimé) _ eix sin 6
m =
m=-—oo
is the discrete Fourier transform of the the Bessel function. <

6.2 Recursion formulae

We can use the generating function to find a recursion formula for the Bessel
functions. By differentiating the generating function (6.1) with resepect to  we
get

X -2
= S(1+17)g(n)

- §(1+t_2) i T ()™

m=—oo

_ %( i I (O™ + i Jm(x)tm_z)

m=—oo m=—o00

(i Jm(x)tm+ i Jm+2(x)tm)

m=—0oo

] =

o)

D I+ Tmsa ()™

m=—oco

N =

Similarly, differentiating the expression in (6.1) we get

00

ag _ m—-1 _ S m
5 = Z m I ()t —mzm(m+1)Jm+1(x)t :

m=—oo

Both derivatives are the same, so

S 2 Un@ T = 7 (m+ DI (01"

m=—oo m=—oo

Because this equality holds for all values #, the coefficients must be equal

5 W) + Ts2@) = 0+ D) ()
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Equivalently,

2m
Tne1 + -1 = TJm

giving us a recursion formula for the Bessel functions.

We can get a second recursion formula by taking the partial derivative of the
generating function with respect to x:

(o)

g _ ' (anm
o= _Z Y (0t
m=—oco
_ % (t_t—l)e%x(t—t‘l)
=1 (t - t_l)g(x,t)
=1 (t—t_l) Z T ()™
m=—oo
=3 ) T =g Y T
m=—oo m=—oo
=% Z Jm—l(x)tm_% Z Jm+1(x)tm~
m=—oo m=—coo
So,
D3 =1 () = T ()™
m=—co m=—oo

The sum holds for all #, so it follows that

J;n(x) = %Jm—l(x) - %Jm+l(x)-

6.3 Integral representation
Starting with the generating function

e%x(tffl): Z Jm(x)tm

m=—0oo
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and taking t = e~i? gives us

(o)

eixsin(-) — Z Jm(x) eim(i

m=—oo
)

=T+ Y ()€™ +1(x) e )

m=—oo
(e8]

=Jo(x) + Z (Jm(x) "0 1(=1)" J,u(x) e—ime)

m=—co

= Jo(x) + i Tom(x) (e12m9+e-12m9)

m=—oo

+ Z Toms1 (x) (ei(2m+1)9 _ e—i(2m+1)9)

m=—oco

=Jo(x) +2 Z Jopm cOS(2m8)

m=—0oo

+2i Z Tome1 sin((2m + 1)0)

m=—oo
The left-hand side can be expanded
ix sin@

e = cos(x sin #) + isin(x sin 6).

Equating the real and imaginary parts we get

Jo(x)+2 Z Jom(x) cos(2m@) = cos(x sin 6)

m=1

2 i Jom—1(x) sin((2m — 1)0) = sin(x sin #)

m=1

By orthogonality of sine and cosine,

4 Py
/ cosnfcosmfdf = =6,
0 2

” T
/ sinnf sinm@ df = =6,n,
0 2
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we have that

T
cos(x sin @) cos(mb) do =
/ol & ) cos(mé) { n odd

Jm(x), neven
09

0, n even

/ sin(x sin 0) sin(m0) dd =
0 Jn(x), nodd.

Adding these expressions together gives us

1 Vi
Jn(x) = - /0 cos(x sin ) cos(mf) + sin(x sin ) sin(m8) d9

1 s
— / cos(m6 — x sin 0) d@
T Jo

and

/g

1
Jo(x) = — cos(x sin ) d.
2 0

6.4 Schlafli integral representation

The representation of a function using a contour integral is called the Schldfli
integral. Divide the generating function for the Bessel function

0o

grn=e = By,

m=—oo
by #"*! for some n and consider the contour integral which avoids the origin

fe%x(t—t-l)t—n—l dr = ‘7{ Z Jm(x)tm—n—l dr

m=—oo

i Tn(x) j{ M= gy

m=—oo

(o)

Z T (X)2716 3

m=—0oo

=2niJ,(x)

So,
1 Lx(t-t71) —n-1
J,,(x) = 2— e? t dr
Tl
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This integral representation is the Schléfli integral. We can continue this repre-
sentation to non-integer n. In this case there is a branch cut, and we need to take
the contour to avoid it.

y y

| .
——

When x is small (x < 1), we can use the series representation of the Bessel

function )
~ (-1) X\ m+2k
Tm(x) = kZ:O K\(m + k) (E)

to determine an approximation

Tm() ~ % (5)" = ﬁ (5)"

When x is large (x > 1), we can use the method of steepest descent on the
Schléfli integral representation to approximate the Bessel function. Recall the
method of steepest descent (for s > 1):

/ 2(2) &S/() dz ~ V27Tg(Zo)esf(zo)ie—iQ/2
c Is.f""(zo)l

where 0 = arg "’ (z9). Now,
fy=1-r") and gr) =",
We compute
f(0)=501+17)
MOES
The function f(z) has a saddle point when f’(z) = 0. From

fla+r?=0
we have t = i and r = —i. In this case, f(r) has two saddle points and we must
compute the contribution from both. At¢ =1iand t = —i, we have
@) =360+ =i [ = 3(=i-i)=~i
MOEES! fr(=) =i
g(i) — e—(n+1)i7r/2 g(—i) — e(n+1)i71'/2

0 =arg (i) = -x/2 0=arg f'(-i)=n/2
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The direction of the of steepest descent at the saddle point is given by @ =
/2 — 60/2 We will need to deform our contour so that it goes through the sadde
point at # = i at angle @ = 37/4 and the saddle point at r = —i at angle & = 7 /4.

Y

G ——=b

In this case, from the method of steepest descent

V21 o(z0)es (20 g=10/2
/ ¢(2) esf(@) dz ~ 8(z0) -1,
¢ Is.f"(z0)l
we get the contribution
Vg Din)2 gmixjein/4 g it /24x-n/4)
1 — \/} = \/}
2 et hin/2 eix(—j) e in/4 2 i et/ 2+x—x/4)
I = —
1 ﬁ \/z

Combining these values gives us

1
Tu(x) = %(11 + 1)

2ri) +fx

= \/Zcos(x +nn/2 —n/4).
X

6.5 Neumann functions

( 1 ) \/27ri (e_i(nn/2+x—7r/4) + ei(rm/2+x—37r/4))

For integer values of m, the method of Frobenius produces only one linearly
independent solution to Bessel’s equation, called the Bessel function of the first
kind. Using this solution we were able to compute a second solution

1

5 dx
X I2(x)

ym=Amm+mmnA
=A"J,(x)+ B Y, (x)

where Y, is called the Bessel function of the second kind or the Neumann
function. For integer values of m, the Neumann function has a singularity at the
origin and hence it is unphysical in the solution to the circular drum problem.
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For non-integer values of m, the Neumann function can be defined as

Jn(x) cos(mm) = J_p(x)
sin(mar)

You(x) =

Because this expression is simply a combination of Bessel functions, the Neu-
mann function is a solution to Bessel’s equation. When m is an integer,

Im(x) cos(mm) = J-m(x) _ Im()(=D" = D™ Jm(x) _ 0

Ylx) = sin(m) sin(mm) 0

and the function is formally undefined. But we can use 1’Hopital’s rule (differ-
entiating the numerator and denominator with respect to m) and substitute the
resulting expression into the derivative of Bessel’s equation with respect to m.
The whole process is more or less straight-forward but a little tedious, so we’ll
skip the derivation.

Whereas
1 x\m
() % ———— (—) 1
m(X) Tm+1)\2 X <<
2
Tn(x) = w/—cos(x—mr/2—7r/4) x> 1,
X
for Neumann functions
r 2\"
Ym()c)z—ﬂ (—) , form >0 <1
r \x
[2 .
Y, (x) ~ A/ —sin(x — nn /2 — /4) x> 1
X

Notice that far from the origin J,,(x) and Y,,(x) behave as complementary
decaying trigonometric functions.

6.6 Hankel transform

Just as we can express the exponential function in terms of trigonometric func-

tions
et = cos§ +isinf

we can analogously define the Hankel function (sometimes called the Bessel
function of the third kind) as

H)(x) = Jn(x) 4+ Y () (6.2)
HY(x) = Jn(x) = 1 V(). (6.3)



118 Chapter 6. Bessel Functions

Because Y,,(x) has a singularity at the origin, it is a bad idea to use the Hankel
function approximation (in lieu of a Bessel function approximation) near the
origin when solving a problem numerically.

So far we have seen that the Fourier functions sinnx and cosnx are the
eigenfunctions for the harmonic oscillator equation, which we used to model
wave propagation on a the one-dimensional string. When the ends of the guitar
string were clamped, the solution were a made up of sine functions

oo
u(t,x) = Z ay COS ntt sin nax
n=0

where the coefficients a,, are determined by the sine transform

1
am =2 (sinmnx, f(x)) = 2/ f(x)sinmmx dx.
0

If the string had infinite length extending from —oo to oo, the solution would be a
combination of sine and cosine functions, and coefficients could be determined
using a Fourier transform (a combination of a sine transform and a cosine
transform)

1 © .
am = —/ f(x)e ™™ dx.
27 )

We also saw that the Bessel functions J,,(x) are the eigenfunctions of the
Bessel equation, which gave us the radial component for the two-dimensional
wave propagation solution to the drum. For a radially symmetric initial condi-
tion,

(e8]

u(t,x) = Z ay cos nat J,(x).

n=0

Because the circular drum is clamped down around its circumference, we must
stretch the domain for each Bessel function so that their zeros coincide with the
domain boundary (say at x = 1). As we saw earlier, by taking x = as in Bessel’s
equation we have
2
LN
ds?

which in Sturm-Liouville form is

d ( dy) m? 5
— [s==] - —y=a’sy.
dy

The Bessel functions are orthogonal under the inner-product

1
(u,v):/ uvsds.
0

d
s 4 (@*s®> —m?)y =0,
ds



6.6. Hankel transform 119

Specifically,
1
/ Tn(ajx) I x)x dx = 3 T ()0,
0

when «; and oy are zeros of J,,(x).
Now, we can expand a function in a Fourier—Bessel series in terms of the
Bessel function of order m as

o)

F) = anImlanx)

n=0

where a,, are found using the Hankel transform (of order m)

an = /O " ) Im(anr)r dr.

Example. The Fourier transform is related to the zero-order Hankel transform.
To see this, note that the two-dimensional Fourier transform is given by

1 [ee) (o] . .
F(kx, ky) ZZ/ / Fx,y)e Kx* ek dx dy.

which in polar coordinates equals

| 27 opeo o

5 ), /0 f(x,0)e7 %50 1 dr dg. (6.4)
Recall the Bessel function

Tu(x) = ZLm 75 W /DE=1/1) p=n=1 gy
By taking ¢ = e? in the Schlifli integral, we have
J(x) = % 7{ oixsing o-inf 4o
It follows that forn = 0
Jo(x) = % 7{ ¢ do.

If the function f is radially symmetric, so that f(x,6) = f(x), then (6.4) becomes

l 2 0 o
Flkoky) = 5 /0 /0 F(x.0)e 5 1 dr o

1 ) 2r o
= 2—/ f(r)r/ e ksing 49 4
T Jo 0

:%/0' f(r) Jo(kr)rdr.
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This shows us that the Fourier transform is now really just the zero-order Hankel
transform. <

—

Here are useful formulas for the Bessel function:

differential
equation
series
solution

generating
function

recursion
formula

recursion
formula
Schlifli
integral
integral
representation

2J” +x17, +(2=mH I =0

(- 1) m+2k
Tm() = Z K\(m + k) (")

00

e2x(t=17) 2 Z I ()™

=
2035 (x0) = Tip1(0) = Tng1 (%)
1)+ I () = 22 1)

In(x) = % j§ SE/2E=1/1) ~(m1) g

1 Ve
Im(x) = 7_T/0 cos(mf — x sin §) d

1 Ve
Jo(x) = — / cos(x sin ) dg
2n 0




CHAPTER 7

Orthogonal Polynomials

In this final chapter, we examine the Legendre, Hermite, Laguerre, and Cheby-
shev orthogonal polynomials. These polynomials are important both in physics
and in mathematics as basis functions for solutions to Laplace’s equation
V2y = 0, Poisson’s equation V2¢ = f(x), Helmholtz’s equation V¢ = —k%y,
and Schrodinger’s equation V2 = —f(x)y, along with their time-dependent
counterparts. Solutions to these equations are linear combinations of Fourier
polynomials (sines and cosines) in Cartesian coordinates, Legendre polynomials
in spherical system, Bessel functions in cylindrical coordinates, and Chebyshev
polynomials in an elliptical coordinate system. Let’s start by examining the
spherical harmonics which arise in a spherical coordinate system.

7.1 Spherical harmonics

A function that satisfies Laplace’s equation V> = 0 is called a harmonic
function. We've already encountered two-dimensional harmonic functions
when studying analytic (complex) functions. Solutions to the two-dimensional
Laplace’s equation i, + ¢y, = 0 are harmonic conjugates of analytic functions
u(x,y) = ¢ + i¢, which satisfy the Cauchy—Riemann equations. In this section,
we examine three-dimensional spherical harmonic functions.

Example. As areview let’s solve the two-dimensional Laplace’s equation in
polar coordinates

10 (oy\ 1%
Vi = -— [r=Z|+ ==L =0
v r or (rar) r2 062
using separation of variables. Taking y/(r,0) = u(r)v(6) gives us

(a1
rdr \ dr r2 de?

121
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After separating out the variables u(r) and v(8) we get

v’ r(ru’)
vy
% u

for an arbitrary constant A. Solving v/ + Av = 0, we get v(§) = eV, Take
with A = n? for integer values n to satisfy the periodic boundary conditions in
the angular direction. For u(r)

r(ru’)’ —n*u =0,

which has the solution u(r) = r". So,

00

t//(r,@) = Z anrn eing = anzn

n=—oo

for z = r ¢! where coefficients a,, are determined from boundary conditions. «

Let’s now look at the three-dimensional Laplace’s equation in spherical
coordinates. With ¥ (r, 6,¢) we have

16 (,0y 1 il 1 0%y
V3 = —— 2= 60— — =
¥ r2 or (r or ) T Zsing (sm 89) T it a¢? 0
Take
Y(r,0,¢) = u(r)y(6,¢) = u(r)v(0)w(e).

Then

| B u 1 . u 1

yr—z(r I/tr)r + r_2 [w(smeyg)g + r_zmy¢¢ =0

So,

1 1
— (sin @ + —
rPur), sin67(Sln Y0)o 529> %’ _ 1

u y
Let’s first find the solution for u:

(rzu')' —Au=0

Taking the ansatz that u = r"*, then n(n + 1)r" = Ar". So, 1 = n(n + 1).
Now, let’s find y:

L Yoo
_— 0 + =-nn+1)y.
sin @ (sin 630 sin® @ e+ Ly
Taking y(¢,0) = v(6)w(¢) gives us

sin Ow(sin 6v’)’ + vw” + n(n + 1) sin® Gyw = 0.



7.1. Spherical harmonics 123

Dividing by y = vw:

sin 6(sin Ov")’ + n(n + 1) sin® Oy w

= — =Yy
v w

for some y. The solution to w” +yw = 0 is w = e*'V7?_ The value /y must be
an integer to satisfy periodic boundary conditions, and therefore y = m?.
Finally, we solve

sin 6(sin Ov")’ + n(n + 1) sin® Gy = —m>v

for v(@). We can simplify this by making the change of variables x = cos 6 for
which

d d dx in o d

— = —— =—sinf—.

do  dx deé dx
Starting with

d d
sin 6@ (sin Qé) +n(n+ 1)sin® gy = —m?v
and making the change of variable we get
d d
—sin20— [—sin? 5L | + n(n + 1)sin® v = —m>v.
dx dx

Because sin? @ = 1 — cos? 0 = 1 — x2, we have

(1= x)2((A = x*W)Y +n(n+ D)1 -x*w+m?v =0

(1= x)*") +

n(n+1)—%]v:0. (7.1)

We call this equation the associated Legendre equation. The solution
P} (x) = P)'(cos 6)

is called the associated Legendre polynomial.
The solution to the three-dimensional Laplace’s equation is

Y(r.0,¢) = i i apmr"™ €™ P7(cos 6)

n=0 m=—oo

= i i anmrn Ynm(97 ¢)

n=0 m=—oco

The functions Y”'(6, ) = € P"(cos 6) are called spherical harmonics.
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Figure 7.1: Real part of the spherical harmonic function Y)'(6,¢) =
eimé P(cos @) for n = 0,1,2,3,4 top-to-bottom and m = 0,1,...,n right-to-
left.
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If we happen to have radial symmetry in along the ¢ axis, then m = 0. In
this case, the associated Legendre equation (7.1) is now simply the Legendre
equation

((A=x>WY +nn+1w=0

which has the Legendre polynomial solutions

I ( - 2k)! n-2k

[n/2]

7.2 Legendre polynomial

Generating function

Suppose that we have a point charge located one
unit from the origin along the x-axis. The electro-
static Coulomb potential ¢(r, 8) is proportional to 1 /R
where R is distance to the point charge. We can use
the law of cosines to get that

B C
R \y241-2rcosf
where C is a constant determined by the magnitude of the point charges and

Coulomb’s constant. The electrostatic potential satisfies Poisson’s equation, so
we have that

@(r,0) =

C [ee)
@(r,0) = = Z ay Pu(cos 0)r.
n=0

Vr2 +1—-2rcosé

for some coefficients a,. The constant C is merely a scaling factor, so we can
leave it out of the discussion by rescaling {a, } appropriately

1 [ee)
o(r,0) = = Z a, P,(cosO)r".
Vr2+1-2rcosf 53

If we take 6 = 0, then

— Z”" Palrts

We can (and do) normalize the Legendre polynomials so that P,(1) = 1. So, we
have

0o

1 Z n
— =) a,r
VrZ+1-2r non
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The left hand side simplifies to 1/|1 — r| which can be expanded as a power
series

=l4r+rr+r+...

1-r

It follows that a,, = 1 foralln = 0,1,.... Hence,

1
Vr2 +1-2rcosé

Take t = 1/r and x = cos 6. Then

= Z P,.(cos O)r".
n=0

glx, 1) =

1 (e8]
— = ) P,(x)¢"
V1 = 2xt + 12 HZ::‘) "

giving us the generating function for the Legendre polynomials.

Three term recurrence

We can derive a three term recurrence for the Legendre polynomials by exam-
ining the partial derivative of g(x,¢) with respect to z. We have that

00

og x—t 3 el
T (I—2ux+2p2 2, mPa)r" .

n=1

Equivalently, we have

xX—-t

= 2 n-1
(1 =2tx+2)12 ~ (1-2tx+1 )ZlnPn(x)t

which we can rewrite as

(x —1)g(x, 1) = (1 = 2tx + %) i n P, (x)"!

n=1

or
(x — 1) Z P, (x)t" = (1 = 2tx + £2) Z nP,(x)" "
n=0 n=1

Distributing terms ino the sums (and defining P,, = P, (x) to simplify notation)
gives us

ZxPnt" —anz"“ = ZnP”tn_l —ZanP,,t"+ZP,,t"+l.
n=0 n n=1 n=1

n=0 =1
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Let’s shift the indices n so that we can combine the sums

(o] [ee)
ZxPnt” - ZPn_l "
n=0

n=0
= Z(n +1) Py 1" — ZanPn "+ an_l "
n=0 n=0 n=0

It is understood that P_;(x) = 0. Now, combining

0o

Z [x Py —Pu_t (1 + 1) Ppyy 420X Py —P,_1]#" = 0.
n=0

We simplify the expression to get

(o]
n=0

Because this expression is true for all ¢, it follows that

(x+DP(x)—(n+ 1)P,1(x) +nP,_1 | = 0.

(x + DPu(x) = (n + D Puy1(x) + nPuoy(x) = 0.

Hence,
(n+ 1) Ppy1(x) = 2n+ 1xPy(x) —nPy1(x)

and the first few Legendre polynomials are

Po(x) =1, Pi(x)=x, Pax)=13x*-1), Pa(x)=1(5x"-3x).

Contour Integral

We can divide the generating function

1 (o]
gx,t) = ———== ) Pu(x)t"
V1 —2xt + 12 ,,ZZO "

by #™*! and integrate around a contour about the origin in the complex plane

1 (o]
dr = P, ()" D dt = 27i P,,,(x)
£Im+1\/l—2xt+t2 ynzzo " "

giving us

1 1
P = — dr.
"= i 75 m+INT = 2x1 + 12
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The function V1 — 2xt + 2 has branch points at r = x +iV1 — x2. By taking
x = cos @, we see that the branch points are at ¢ = cos 8 +isin 8. In other words,
they lie on the unit circle. We can take one branch cut between the two branch
points (instead of two branch cuts from each of the branch points to infinity).
Now, we just need to choose the contour y to avoid the branch cut. For example,
we could take y to be the unit circle.

Rodrigues’ Formula

The binomial expansion of (1 — x?) is given by

n C n— n! n—
(1_x2) Z;)(—l)k( ) 2(n—k) _ Z( l)k k)‘k' 2( k).

If we differentiate n times we get

. n! (2n =2k)! , o
kZ‘)(_ S o o2k
[n/2]
. (2n=2k)! n—2k
‘"'Z( V- k)!(n—Zk)!x '

The series representation of the Legendre polynomial is

[n/2]
- 2k)! _
— _1\k X" 2k
Pu(x) = Z( D Z”k'(n 2k)'(n—k)' ‘
Therefore,
d" 2\n
P.(x) = Z"n!dx"(l —x)".

We call this formula the Rodriques’ formula. We can use the Rodrigues’ formula
to derive the Schlifli integral. Recall Cauchy’s integral formula

[n] f@)
ARG )_2711_7{0 x)n*l a

1 (1 -3
on+l i (l _ x)n+l

Hence,

dn

2\n __
2np! dx”(1 —x)t=

Pu(x) =

We can extend the Legendre polynomials to noninteger values n using the Schléfli
representation directly or the Rodriques’ formula using fractional calculus.
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Orthogonality

The Sturm-Liouville form of the Legendre equation is given by

d 5 d _
P [(l -x )a P.(x)| + n(n+ 1)P,(x) = 0.

If we define the domain x € [—1, 1] and the weight w = 1, then

(P, Pp) = /_11 P,(x)P,,(x)dx =0

for n # m. What is the normalization constant? We can use the Rodrigue’s
formula to show that the Legendre polynomials are in fact orthogonal over the
interval (—1, 1) and to determine the normality constant.

Theorem. IfP,,(x) and P, (x) are mth degree and nth degree Legendre polyno-
mials, then

! 2
/_1 P (x)P,(x)dx = ménm.
Proof. Without loss of generality suppose that n < m. Then
1
[1 P(x)Pp(x)dx =
1 gm n
—2m+nlm!n! /_1 dx—m(x2 - 1)’"%@2 —1)"dx.
Because (x> — 1) has an mth order zeros at x = —1 and x = +1, it follows that

the boundary terms resulting from integration by parts is zero. After integrating
by parts once we have

[ 1 P, (x) Py(x) dx =

1
-1 1 dm—l dn+l
/ (x* = 1)"——(x* - 1)"dx.

2m+nmin! J_y dxm-! dxn+l

If we continue integrating by parts the boundary terms will again be zero because
(x> = 1)""! has an m — 1th order zeros at x = —1 and x = +1. By continuing
integration be parts a total of n times we have

1
/ P(x) P dx =

1

_1\n 1 gm-n 2n
=D /d (x2—1)md—(x2—1)"dx (7.2)

2mtnmlp! J_; dx™mn dx2n
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If m = n then
dZm ) . d2m -
dx2m(x - 1) = dxm(x +) = (2m)’

and (7.2) becomes

1
[ ](Pm)zdx ( ')2(2m)' / (x* = 1)"dx

= 22(m(1)n:)2 (2m)! / (x+1D™(x—-1)"dx

_ (—1)2'" (m > 2
= 2mme ™ m )'/ (o= 1y
1 22m+2

T Mo+ 1
2

T om+ 1

If m # n it follows that m < n, in which case we can integrate (7.2) by parts at
least once more. By integrating by parts again we have

1
[ Putopaoax -
-1
(_1)n+l 1 dm—n+l ) m d2n+l "
2m+np | -1 dxm—n+1(x _1) dx 2n+1(x _1) dx.

The term (ﬂ;—::l(xz — 1)" = 0 because a polynomial of degree 2n is annihilated
by a derivative of order greater than 2n. So, it follows that the whole integral is

. Therefore, (P,;,Py) = ———6nm. O
zero. Therefore, ( ) —

Fourier-Legendre series
Recall the harmonic oscillator equation
w' +n’u =0,

which has the solutions u,, = e~ that are orthogonal using the inner product

1 Ve
(u,v) = —/ uv dx.
21 J_x

The Fourier series of a function f(x) is given by

fx) = i (f’efinx) einx

n=—oo
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We can similarly define a Fourier-Legendre series. We have just seen that
the set of Legendre polynomials {P, } is orthogonal: (P,,,P,,) = 2m 57 Onm- The
Legendre polynomials are also complete. This means that any function can be
expressed as a linear combination of the basis elements {P, }:

(o)

F) = anPu(x)

n=0

for some a,. Let’s determine the {a, }. Consider the inner product of f(x) with
an arbitrary Legendre polynomial P,,(x):

(fsPm) = (i an Pum) = ian (P, Pr)

n=0 n=0
I PP
S 2me T T 2m

The coefficient
2m + 1

(fsPm)

am =

is the projection of f onto P,,. From this we have that

=32 1y,

n=0

Here are useful formulas for the Legendre polynomial:

el (1= x2) Py ~2x Py +12 Py = 0
[n/2]

series Pp(x) = Z (=1 (2n - 2k)! -2k
solution e 2\ (n — 2k)!(n — k)!
generating Py (x)t™

. m
function ,/1 —oxt+12 le
gg‘r’r‘;rﬁgn (n+ 1P,y = @2n+ DxP, —nP,_

orthogonality f_l | Pm(x) Pn(x) dx = Wzﬂdmn

Rodriques _ @ 2
formula Pn(x) = 2! dx n( D
Schlifli 1 (1=1H)"
integral Pn(x) = 1 i 1
20+l (t = x)n*
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7.3 Hermite polynomial
In this section we look at the solutions to the Hermite differential equation

d? d
—y-2x—y+2ny=0.
a2 T T
The solutions to the Hermite differential equation can be found using the method
of Frobenius to get

_ N VK n-2k n!
Ha(x) = D (=D* 0" =
k=0
If n is an integer, the series terminates after n/2 terms. Otherwise, the series is
divergent (and non-physical). Therefore, we can define the Hermite polynomials

as
Ln/2]

!
Hao) = ) Do
k=0
for integer n where |n/2] is the floor function: |n/2] = n/2 if n is even and
[n/2] = (n—1)/2if nis odd.
By multiplying the Hermite equation by the integrating factor e we can
put it in Sturm-Liouville form

d

P (e‘xzdiy) + 2ne‘x2y =0.
X X

By inspection of this equation—wth weight w(x) = e~ and domain x €
(—o00,00)—we note that the eigenfunction solutions are orthogonal in the inner

product
2

(U, V), =/ uve™ dx.

00

Hence, we have the orthogonality condition

/ H,,(x) H,,(x) e dx =0 if n # m.

Often, the usual Euclidean inner product is more meaningful in application
than a weighted inner product. Note that by defining ¢, (x) = e /2 H,, we
have class of functions that are orthogonal over the whole real line under the
Euclidean inner product

[ ) Ym(X)Wn(x)dx = [ ) H,p(x) Ha(x) e dx = 0.

00
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What differential equation does this new function ¢, (x) solve? If we take

U(x) = e X 2H = e /2 y, then

y = (ex2/2 t//), = e* /2 v+ xe¥/? 4

yu — €X2/2 l//” +2x ex2/2 l//, + (X2 + l)exz/Z 7
With these substitutions, the Hermite equation y”” — 2xy’ + 2ny = 0 becomes

e/ v+ 2x e /2 v+ (x* + 1)(3"2/2 W
—2xe Py —2x e Py v e Py =0

which simplifies to

ey (=2 + 1+ 2n)e" 2y = 0.

Dividing by e’ /2 gives us the equation

2
%wn + (2n +1- x2) W = 0. (1.3)

Of course, the solutions to this equation are simply ¢, (x) = e 12 H,(x).

Example. Quantum Oscillator. The one-dimensional Schrodinger equation
for a particle subject to a potential is given by
92

L0
lhE‘P(X’ t) = (_%ﬁ + V(x)) Y(x,t) (7.4)

where V(x) is the potential, m is the particle mass, and and 7% is the reduced
Planck constant. We can solve (7.4) by using separation of variables setting

Y(x,t) = u(t)y(x) to get

! _ =g VO

u 4

where the constant E gives the energy of a state. From ifiu’ = Eu we have

u(t) = ae"Ft

Let’s consider the time-independent Schrodinger equation

h ’”
5V = By
m
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The operator H = —%% + V(x) is the Hamiltonian operator. The potential

of a harmonic oscillator is given by Hooke’s law V(x) = %kx2 where k is the
spring constant. We can express the constant k in terms of the angular frequency
w = +/k/m. In this case, the potential is given by V(x) = Jmw?x?, and the
Schrodinger equation is

h ’
—%tﬁ + %mw2x21// =Ey

which we can rewrite as

2mE  m*w?

l///’+(_—

2 —
i 7 x)tﬂ—O.

Making the change of variable ¥ = y/mw/%ix to simplify the expression, we have
2E
Y+ (— —xz)w =0.
hw
Comparing this expression with (7.3), we have that

(%) = e 2 H,(%)

where

2E
— =2n+1.
hw "

Physically meaningful (non-divergent) solutions to the Hermite equation have
the restriction that n be an integer. In this case, we have that

E,=n+ %)hw

resulting in discrete energy states. The solution can finally be written as

(o8]

P(x,t) = Z an el @) g=ymoh™'x? H, (\/mwh‘lx) . <

n=0

Generating function

The generating function for the Hermite polynomials is given by

g(x’ l) - e—(t—x)z e)c2 — e—t2+21x — Z Hn(x)—'
=0 n.
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We can differentiate the generating function m times with respect to ¢

x2 d" —(r—x)? 1 2
€ @ c = Hm(x) + Hm+1(x)t + z Hm+2(x)t +--

Setting ¢ = 0 gives us

o &

=H,,
a (x)

=0
Making the change of variable s = x — ¢ with d*/d¢" = (-1)" d"/ds"

dn
(-1)re* e e’
s

= H,,(x).

Equivalently,

dn
(=1)"e" — ™ = Hp(x).
dxm
So, we have the Rodrigues’ formula

n

d —X
Hu(x) = (-1)"e" e

We can also derive the Schlifli integral from the generating function. Divide
by #™*! and integrate along a contour y about the origin.

e! +21x (n m)—1
$ o a=¢ ZH "

- —H"(‘x) ==l gy
— ol J,
— H
= Z ”(‘ )27r1(5nm
=0 n!
Hencce,
! o1 +21x
H,,(x) = 27r1‘7,€ pror dr.
Example.

Find H,,(0). From the generating function we have that

)

tn
g0 =c" = > H,—

n!’
n=0
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The Taylor series representation also gives us

i 2m
-2 _ nl
= 2y
m=0
So,
H,+1(0) =0 and  Hy,(0) = (-1)"(2n)! «

Recurrence relation

Taking the derivative of the generating function with respect to x gives us

dg _ —2421x _ N , 1"
s =are =2) H,—
n=0
0 e 0 , tn+1
2 H, o= 2> H, .
n=0 n=0
0 tn+l 0 z01+1
2 Z H, =2 Z H), —
n=0 n=0 n
Shift the indices on the left
i nt" , t”+1
2ZHn_1W:22H !
n=0 n=0
Therefore,
H;l =2nH,_;.
Taking the derivative of the generating function with respect to ¢ gives
ag 2 ¢ i
_° _ —2t+2 —t+2tx= H -
ar = *e 2, "n- 1)l
n=0
& M R tn—l
=2t +2 H, — = H, ——
( X),,Z:g "ol nZ:O "= 1)!
0 tn+l Sl g Sl tn—]
—ZZH,, . +2Zan —= ZH,, T
n=0 n=0 n=0

Shift the indices n so that the powers of ¢ are the same:

- nt" - P "
—22}1,,,1 - +2Zan — = Z Hppt —.
n! n! n!

n=1 n=0 n=-1
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It follows that

HrH—l(x) =2x Hn(x) —-2n Hn—l(x)~

—_—
Here are useful formulas for the Hermite polynomial:
differential ,” _
equation H;) -2xH, y+2nH, =0
2
series H (X) — [%](—l)k (zx)n—Qk n!
solution n = k!(n—2k)!
ha n
generating —t242tx _ r
function ¢ - Zo Hi(x) n!
n=
recursion ’ _
formulae Hy =2nH,

Hy41(x) = 2x Hp(x) = 2nH,p 1 (x)
orthogonality f_ozo Hyn(x) Hy(x) e dx = n2" VS mn
Rodrigues 1\ X2 i -x2
formula Hin(x) = (=1)"e dx” e

P | —t°+2tx
_Schlaﬂl Hyn(x) = n e dar
integral i pm+1

7.4 Laguerre polynomial
Solutions to the Laguerre equation
xy” +(1-=x)y"+ny=0

can be found using the method of Frobenius. The series terminates as polyno-
mials for integer values n:

(-D¥n!ix*
Ly(x )—Z TR

Otherwise, the series diverges. The generalized (or associated) Laguerre poly-
nomials Lf,”)(x) are solutions to a similar equation

xy" +(@+1-x)y +ny=0

for an arbitrary real number «.
By multiplying the Laguerre equation by the integrating factor e™ and
simplifying we get
[(1-x)e™y] +ne*y=0.
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By inspection we note that the Laguerre polynomials are orthogonal over the
domain x € [0, o) with weight w(x) = e™*

/DO L,(x)L,(x)e™* dx=0
0

if m # n.
The generating function for the Laguerre polynomials is given by

—xt/(l 1) s

g(x,1) = = > L™,
n=0
Note
1 =
2(0,z) = 1T-° ;}f
soL,(0) = 1.

We can use the generating function to derive the Schlédfli and Rodriques’
representations. Divide the generating function by #"*! and integrate about a
contour about the origin that avoid the (essential) singularity at r = 1:

jgg(:j)d _y{ZL (x)2" " dz
= ;)Ln(x) 7{ "7 g

=2miL,,(x)

Hence, the Schlifli integral is

e—xz/(l—z)
L ——dz
( ) 271'1 'fiz|=1/2 (] = Z)Zn]

Take z = (s — x)/s and use the Cauchy integral formula

- ex dm m _x
Ln(x) = 271'17{ (s - x)”“rl B %dx_m( )

which is Rodrigue’s formula.
We can also get the recursion formulas from the generating function. Dif-
ferentiating the generating function with respect to x gives us

—xt/(l 1) ©

() S S



7.5. Chebyshev polynomial 139

Equivalently,
t Z L,(x)" = (1 1) Z L/ (x)".
n=0 n=0
or

Z L, ()" = Z L/ (x)" — Z L/ (x)e" .
n=0 n=0 n=0

By shifting the indices n for that the powers of ¢ are the same, we can easily
combine the sums

(o)

D (Laa =Ly +L, ) =0
n=0

Hence,
xL, =nL,-nL,_;.

E—
Here are useful formulas for the Laguerre polynomial:

differential XL +(1 = x)L, +nLy = 0

equation

series _ ( DEnixk

solution Ln(x) = Z K)1(k!)2

. —xt/(l t) 00
generating ( ! ) _
function 1-—1¢ Z;)L"(x)t
n

orthogonality /OOO Ln(x)Ly(x)e™ dx = 6mn

Rodriques iﬂ m e=x

formula L) = m! dx™ (x )

Schlifli Lon(x) = I jg A
integral mn 2ri lz|=1/2 (1 = 2)z"

7.5 Chebyshev polynomial
Consider the polynomials formed by taking

T, (cos @) = cosnd
That is, take x = cos 6 and consider

To(x) =cos0 =1
Ti(x) =cosf = x
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Now consider cos 26:

€020 = cos’§ —sin® 0 = 2cos’ 6 — 1 =2x> — 1.

Then
Ta(x) =2x> -1
What is cos 367
cos 360 + isin 30 = e3¢ = (cos 6 + isin 6)*
So,
Ts(cos §) = Re (cos +i sin 0)°
=Re (cos3 6 + 3isin 6 cos®> 6§ — 3sin’ @ cos f — i sin3)
=cos> 0 = 3(1 — cos® §) cos 0
=4cos’ @ —3cos .
Therefore,

Ts(x) = 4x> = 3.

What is cosnf? It will be easier to compute a general T, (x) by using a
recursion formula. By adding the two identities

cos(n + 1)0 = cosnf cos @ — sinnf sin f

cos(n — 1)0 = cosnf cosf + sinnf sin O
we get
cos(n + 1)0 + cos(n — 1)0 = 2 cosnf cos
and therefore

Trr1(x) + Tpoi(x) = 2x Ty (x)

So,
Th+1(x) = 2x Tu(x) = Tpo1(x).

For example,
Tu4(x) = 2x T3(x) — Ta(x) = 2x(4x> = 3) — 2x* - 1)

=8x* —2x* —6x+1.

Using this recursion, we can also note that T,,(x) has a leading coefficient 2"
and T, (1) = 0.
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There are 40 different ways to spell “Chebyshev” but there is only
one way to spell “Pafnuty.”

The Chebyshev polynomials T, (cos ) = cos nf clearly satisfy the differen-
tial equation

d2
— T, +n*T, = 0.
de2

From

d d dx . d
— = —— = —-sinf—
dé dx do dx

it follows that

d d d
@ = a (—sm@a)
= —cosf— —sinii
dx dé dx
2

- ra-E
xdx+( x)dx2

So, the Chebyshev polynomials T, (x) solve the equation

a2 d
2 2 _

(1 - X )@Tn—XaTn‘f’n Tn =0.

We can put this equation in Sturm—Liouville form by multiplying by the inte-
grating factor (1 — x2)!/2:

d d n?
— VI -x2— =0.
dx( * dxu)+\/1_x2

So, we have that the Chebyshev polynomials are orthogonal with respect to the
inner product

() = /1 dx
u,v) = g uvm.
Note that because x = cos 6:
x x 0, n+m
/ T, (cos0) T,,(cos 0)dO = / cosnf)cosmb df = 1 r, n=m
0 0 n/2, n=m#0
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Here are useful formulas for the Chebyshev polynomial:

Cuatan AT =0T 40T, =0

series T, (x) = i (=D nixk

solution n & (- ©)!(k!)2

generating -t _ - "
function 1 —2xt+12 To(x) + 2’; Ty (x)t
formula Tyt (1) = 26 Tp(1) = Ty 1 ()

orthogonality /_11 Tp Tro(1 = x2)" Y2 dx = n6,m




CHAPTER 8

Self Test

8.1 Problems

1. a) true or false A function is analytic at z = zy only if it has a Taylor
series representation at zg.

b) true or false If a function is analytic at z = zg, then the derivative of
the function must be analytic at z = zg.

c) true or false All analytic functions satisfy the Cauchy-Riemann condi-
tions.

d) true or false The function cos z has an essential singularity at infinity.

e) Each of the following functions has a singularity at the origin. Classify
the singularity as either a removable singularity, a regular singularity
(simple pole, double pole, etc.) or an essential singularity.

* sin(1/z)
e z/sinz
e 1/sinz

v
f) Compute the residue of e_s atz =0.
Z

1
2. a) Locate all the poles of —.
sin z

1
b) Compute ‘?{ —— dz where the contour is taken in the counter-
|z|=10 SIN'Z

clockwise direction.

3. a) Locate all the poles of the gamma function I'(z).

b) Compute the residues for each of the poles.

143
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¢) Compute the contour integral ‘7{ I'(z)dz for the contour shown below

Y
that encircles the negative real axis.

y

1
——

4. Compute / e dx.
0

T Vx

dx.
0 x2+1

5. Compute

6. Short answer questions. Be precise and concise.

a) Give an example of a function with a branch cut in the complex plane

b) Define removable singularity, a regular singularity, and an essential sin-
gularity. Give examples (functions) for each.

¢) Explain the concept of analytic continuation.

d) Under what conditions does Fuch’s theorem assure us that the differential
equation

po(x)u”" + pr(x)u’ + pa(x)u =0
has a series solution u(x) = 27 agxkr.

e) Under what conditions is the Sturm-Liouville operator

d

du
Lu= e ( (x)a) + q(x)u

self-adjoint (Hermitian)
f) Describe the behavior of the Bessel function J,,,(x) as for x < 1 (x
small).

7. Consider the function
e /7

f@)=——

1+ 2722

a) Determine and classify (removable, regular, essential) all the singularities
of f(z).

b) Determine the residue of f(z) at z = 0.

¢) Determine / f(x)dx.
0
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10.

Find the solution to the Hermite equation:
H”(x) - 2xH'(x) + 2nH(x) = 0

using the Method of Frobenius.

. Find the solution to the Chebyshev equation:

(A =x)T/ -xT, +n* T, =0
using the Method of Frobenius.

Let H,,(x) be a Hermite polynomial and take n,m as arbitrary integers.

a) Compute / xe™ H, (x)dx.
b) Compute / xe ™ H,,(x) H,,,(x) dx.

—00

8.2 Solutions

1.

a) True. The proof of this statement is on page 24.

b) True. An analytic function is infinitely differentiable.

c) True. See page 16.

d) True. A function f(z) has a singularity at z = co if and only if f(1/z) has

an essential singularity at z = 0. The function cos(1/z) has an essential
singularity at 0. See page 33.

e) < sin(1/z) has an essential singularity at the origin because its Laurent
series does not terminate as n — —oo.
e z/sinz has a removable singularity at the origin. The function is
analytic at the origin if we define its value there to equal its limit of
1.
* 1/sin z has a simple pole at the origin.
f) The function f(z) = e%/z> has a fifth order pole at the origin. So, its
residue is (see page 36)
1 a4 1

Res[f(2).01 = Jim 737 11 = 57

a) Poles of 1/sin z coincide with zeros of sin z: nr for all integers n.

b) The integral equals 27i times the sum of the residues of the seven poles
contained within the circle of radius 10 (a little larger than 37). The
residue of each pole is 1, so the value of the integral is 147. See page 35.
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3. a) I'(z) has simple poles at z = 0,—1,-2,-3,.... See page 68.

b) If functions f and g are both analytic at z = zo and g has a simple zero at
20, then Res [ f(2)/g(z), z0] = f(z0)/g’(z0). See page 36. Using Euler’s

reflection formula x

I'(~z + 1)sin(nz)’

and the definition n! = I'(n + 1), we get

n (="
=

n'cos(zn) = n!

I'(z) =

Res[I'(z),—n] =

¢) The contour contains all the non-positive integers (the poles of the gamma

function):
(o] _1 n
jl{l"(z) dz = 27riz 7ru =2n%e!.
v g n!

Note the Taylor series representation for exp(—1).
4. F(%). See page 70.

5. Note that 4z = eblog 2, so there is a branch point at
z = 0. Because we are integrating along the positive
real axis, we will take the branch cut along the positive
real axis. In this case, we have the keyhole contour o__
which avoids the branch cut. The integrand has simple
poles at z = =+i.

_7§Cf(1)dz=(/cg+/CR+/+/y2)f(1)d

Cr

Z
Y1
12 12
=2mi|Res | ——,i| + Res | ——,—i
2 +1 2+1
. (em/z)l/2 (e3m/2)1/2
= +
™ T i
in/4 _ 3in/4 —im/4 _ Lin/4
oS e e e e
2i 2i

=2nsin(n/4) = 2

The M L-estimate gives us

1/2 R1/2
/ ; dz < ( 5 )nR
cr - +1 R> -1

R3/2
:;2 1z7rR_1/2—>0 as R—o
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and

12 £l2
/ dz < e
c, 2 +1 1-¢2

nedl?

3/2
1-¢g2

—0 as &—-0.

Q

e

Along y; we have z = r:

1/2 R 1/2
/ S _dz= / —dr
2=+ 1 o re+1
Along y, (remembering not to cross the branch cut) we have z = r e'”:
1/2 0 ,.1/2 4in
/ L dz-= / L ar
w22+ 1 R rr+1

0 .1/2 R 1/2
= —/ d dr :/ r dr.
R r2+1 0 r2+1
Therefore,

2/0R r;‘fl dr + (/CR +/C6)f(z)dz = }if(z)dZ —

In the limit as R — oo, it follows that

00 1/2
/ ! dr = n/\/i.
0

rz+1

6. a) The logarithm function log z and root functions z!/7? = GXP(,% log z) have
branch cut from the origin to infinity.

b) A singularity is any point zo at which a function f(z) is undefined. Let
Yoo An(z — z0)" be the Laurent series representation of f(z). If zo is
a removable singularity, then a, = 0 for all n < 0. If zg is a regular
singularity, then there is a negative integer N such that ay # 0 and
a, = 0foralln < N. If 7 is an essential singularity, then for all negative
integers N there is some n < N such that a,, # 0.

c) If an two analytic functions are identical in some open subset of the
complex plane, then they are identical over a larger domain over which
they are defined. For example, we can use analytic continuation to extend
the define the gamma function and Riemann zeta function.

d) If pi1(x)/po(x) has at most a simple pole x = 0 and p>(x)/po(x) has
at most a double pole at x = 0, then Fuch’s theorem says that a series
solutions exists. See page 95.
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e) Let the domain be [a,b]. The Sturm-Liouville operator is self-adjoint
under any of the following conditions: p(x) vanishes on the boundaries
pla) = p(b) = 0, the solution u(x) has Dirichlet boundary conditions
u(a) = u(b) = 0, the solution u(x) has Neumann boundary condition
u’(a) = u'(b) = 0, or the solution has periodic boundary conditions
u(a) = u(b) and u’(a) = u’(b). See page ??.

£) Ju(x) = m (5)™. See page 115.

a) f(z) has two regular singularities (simple poles at z = +i and z = —i)
and a removable singularity at z = 0. We can remove the singularity at
z = 0 by noting that lim,_,y f(z) = 0 and defining f(0) = 0.

b) The singularity at z = 0 is removable, so the residue is zero.

¢) f(z)is an even function, so let’s compute

2
l/oo e dz
2 ) o 1+z22

Take a contour that is the semicircle in the upper half-plane:

dz = dz + dz.
7§1+z2 ¢ [R 1+2 ,/CRl+z2 <

Because | e~/ 2 | < 1 in the upper half plane, we have the M L-estimate

—1/z2
e
/ dz| <
Cr 1+ Z2
Now we just need to evaluate the contour integral
-1/z? -1/z?
e e
jlg dz = 2niRes o1
1+22

1+22
=2ni /() = 27rie_1/Z2
8'(2)lz=i 2z

Doe—l/)c2 .
—2dx =gsme.
o l+x

1

nR— 0 asR — oo.
R?2 -1

=Trne
z=i

It follows that

8. Take the solution of the form

(o8]

H(x) = Z agx**r

k=0
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where {ay} and r are unknown and ay # 0. Substituting the solution into
the Hermite equation gives us

Z ar(k +r)(k +r—1)xk+72
k=2
- 2x Z ar(k + r)x* =1 4 2n Z apx*r =0
k=1 k=0
Equivalently,

00

Z agsa(k +r +2)(k +r + 1)x*+"
k=0

o

-2 Z ar(k + r)x**" +2n Z ax*" =0
k=1 k=0

or

k+r+2)k+r+ Dags +2(n—k —r)ag)x**" =0
(C

Ms

=
1l

1

Because the solution is valid for all x in the domain, we must have that the
coefficients

(k+r+2)k+r+Dagr +2(n—k —r)ag =0.

Because ap # 0, a_; =0, and a_, = 0, it follows from setting k = -2 in the
above expression that r(r — 1) = O from which we have that r = O or r = 1.
Take r = 0, then

(k + 2)(k + 1)ak+2 + 2(n - k)ak =0
from which

2(n—k)

W2 = T e+ )

Starting with ag, we have

ar = —nay
_ 2n-2) +22n(n—2)
as = 4.3 az = 41 ao
2(n - 4) 2n(n-2)(n—4)
ag = — ay = ————— Ao

6-5 6!
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and in general

2kp11
= (— k—
2% = (=) k)!(n - 2k)!!a0

The series will diverge unless n is a positive even integer. When 7 is a
positive even integer, the solution will be a polynomial with n/2 + 1 terms:

n/2

2kn!!

H _ 1) 2%k

() kZ:O( 2ot — 20"
We can simplify this expression by using the identity (2m)!! = 2"m!:
n/2

(n/2)! 2k

H ~1) :

n(x) = Z( Y o=

By reversing the order of the sum k — n/2 — k, we have:

n/2

H ()C) Z(_ )k (néi))'k'(zx)n—2k.

We can derive a similar solution for odd integers n by starting with a.

9. Take the solution of the form

(o)

T,(x) = Z Apx™tk

m=0

where {a,,} and k are unknown. Let’s furthermore set m’" = m + k to help
keep our derivations as clean as possible. Substituting the solution into the
Chebyshev equation gives us

1- xz)Zm'(m' = Dapypx™ 2
m=0

(o) (o]
- me'amxm -y nZZamxm =0.
m=0 m=0

Equivalently,

Z m'(m’ = 1)amx™ 2 Z m'(m’ = 1)amx™
m=0

(o] (o]
- Z m apx™ + Z a,x" =
m=0

m=0
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or

Z m'(m’ = 1)amx™ 2

m=0

+ Z [—m’(m' --m'+ nz] amx™ = 0.

m=0

In order to more easily combine the two sums, we will shift the m in the
second sum to be m — 2 (and taking a_; = 0 and a_, = 0), we have

00

Z m'(m’ = 1)amx™ 2

m=0

+Z [~(m" = 2)(m’ = 3) = (m" - 2) + n?| Amax™ 2 = 0.
m=0

Now, we can combine the sums

M

(m'(m' - Day,
0

3
I

—[m =2)m’ =3)+ (m’ =2) = n?| apmo |x™ 2 = 0.
[om’ = 2)(m" = 3) + (m = 2) = n?]

Because expression must be true for all x in the domain, we must have
m'(m’ — Da,, + [—(m' -2)(m =3)—-(m' -2)+ nz] am-> = 0.
Take m = 0. Then (remembering that m’ = m + k and a_, = 0)
k(k — Dag = 0.

This indicial equation says that either k = 0 or k = 1, because by assumption
ap # 0. Let’s look at the solutions for £ = 0:

m(m = )am + [~(m = 2)(m = 3) = (m = 2) + n*| @y = 0
which simplifies to
m(m — Da,, + [n2 —(m- 2)2] am—> =0
or

_n2 —(m—-2)?

m(m—1)

am = m-2-
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10.

We can shift m back to m + 2 to make it a little easier to compute each of the
coeflicients a,,
2 2
n°—m
————ay,.
(m+2)(m+1) "

We can also factor the numerator (not an obviously simplification—except
in retrospect after finding the solution)

am+2 =

(n—m)(n+m)

G2 = T oy ) m+
We have that
2
ap) = —?ao
B _(n—2)(n+ 2) . (n-=2)n(n+2)
= 4.3 2Ty M
n—-4n+4) n—-4Hn-2mn+2)n+4)
dbo=""Tg. 4 w7 6! o

If n > 0 is even, then the sequence truncates with a,.» = 0. Otherwise,
the sequences does not terminate and the coefficients |a,| — 1 as n — oo.
Subsequently, the series does not converge. In general (for even n)

m-m+1)..(n+m-1)

_ (_1\mHm
aym = (—=1)"2"n )] ao
n+m+1)!
— _1 m2m
=D n(n—m)!(Zm)!a0
So, for even n
n/2
n+m+1)!

In a similar fashion we can get the odd-order Chebyshev polynomials by
considering k = 1.

Let H,(x) be a Hermite polynomial and take n,m as arbitrary integers.

o)

a) Compute / xe ™ H, (x)dx.

b) Compute/ xe™ H,,(x)H,,(x) dx.

—00

Hy1(x) = 2xHp(x) = 2nH, 1 (x)
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[ " e (L Hyat () = 1 Hyey (6)) Hon()

/ H,,(x) H,,(x) e dx = 12"\ mn

(n+ D)2 \r, m=n+1

/ H,,(x)H,,(x)x e dx = (n-D12"\r, m=n-1
I 0, otherwise
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